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PREFACE

These Proceedings are organized in two parts and contain the plenary lectures and the
regular papers presented at the 7" Summer School Sozopol‘09, which took place in
Sozopol, Bulgaria, between 20 and 23 Sept. 2009 in the framework of the Days of the
Science of the Technical University of Sofia. The Summer School covers the
advanced aspects of Theoretical Electrical Engineering and it is a platform for
postgraduate training of Ph.D. students and young scientists. During the Summer
School well-known experts presented some advanced aspects of circuits and systems
theory, electromagnetic field theory and their applications. Apart from the
educational part of the Summer School a presentation of original authors’ papers took
place.

The main topics of the Summer School Sozopol’09 include Circuits and Systems
Theory, Signal Processing and Identification Aspects, Electromagnetic Fields,
Theoretical Concepts, Applications and Innovative Educational Aspects.

The Summer School Sozopol’09 has been organized by the Department of Theo-
retical Electrical Engineering of the Technical University of Sofia with the
sponsorship of the Research and Development Sector of the Technical University of
Sofia. This has been the seventh edition of the event, after the Summer Schools in
1986, 1988, 2001, 2002, 2005 and 2007. This Summer School is especially dedicated
to prof. Mincho Zlatev's 100 years birthday anniversary.

There were 52 participants from 5 different countries at the Summer School this year.
There were 14 plenary lectures and 29 regular papers that are published in these
Proceedings. Providing the recent advances in Theoretical Electrical Engineering the
Proceedings will be of interest to all researchers, educators and Ph.D. students in the
area of Electrical Engineering.

Special thanks are due to the Research and Development Sector, Faculty of
Automation and the Section of Social Services of the Technical University of Sofia
about the overall support of the event. We also want to thank to the World Scientific
and Engineering Academy and Society (WSEAS) and company Antipodes Ltd.
which partially sponsored the event. We hope to meet again in the following edition
of the Summer School to continue the good tradition and collaboration in the field of
Theoretical Electrical Engineering.

Organizing Committee
Sofia, Oct. 2009
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SYSTEMATIC FORMULATION OF STATE VARIABLE
EQUATIONS FOR CIRCUITS WITH EXCESS ELEMENTS

Paul Dan Cristea and Rodica Tuduce

Biomedical Engineering Center, University "Politehnica" of Bucharest,
Spl. Independentei 313, 060042 Bucharest, Romania,
phone: +40 21 316 9569, e-mail: {pcristea, trodica}@dsp.pub.ro

Abstract: The paper presents a systematic method to derive the state variable equations of
electrical circuits, for both cases of circuits with and without excess elements. A circuit is said to
have excess elements when it contains capacitor loops, i.e., loops consisting only of ideal capacitors
and (possibly) of ideal independent voltage sources, or of inductor cut-sets, i.e., closed surfaces
cutting only ideal inductors and (possibly) ideal independent current sources. For circuits with
excess elements it is not possible to use all capacitor voltages and all inductor currents as state
variables, as they are not mutually independent. In such cases, a sub-set of essential capacitor
voltages and inductor currents must be used as state variables, while the remaining ones are
treated as dependent variables.

Keywords: State variable equations, Systematic equation formulation, Excess circuit elements,
Essential circuit elements

1. INTRODUCTION

The state variables method is a valuable tool for the description and analysis of
systems, in particular electrical circuits [1], [2]. Among its many strong points, it can
be used directly in the time domain with a simple computer implementation and it
can be easily extended from linear to nonlinear systems. Moreover, in the case of
constant (DC) or harmonic (AC) excitations, the state variable approach can readily
be combined with specific DC or AC methods to efficiently determine the steady
state component determined by the excitations (the forced component), so that the
state variable method is used only to find the component determined by the system
initial conditions (the free component).

For a linear and time invariant systems, the state equations are

x]=|Alx)+B]y] (1)

where X]e R™ is the (column) state variables vector, y] e R™ is the (column) exci-
tation vector (sources and inputs), lAJe R™" is the system coefficient matrix and

[BJ e R™™ — the input coefficient matrix'.

' Notice the notation with double square brackets for square or rectangular matrices and with a sin-
gle square bracket placed on the right for column matrices (vectors).
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The corresponding solution is given by
t
x(®)] =M x(t, )]+ [e* 7 [B] y(r)]de @
ty

where X(1)] is the state variable vector at the moment t, whereas X(ty)] is its initial
value at the moment t; (tp <t < o0).
For electric circuits, one common choice of the state variables is:

gl

where u. ] is the vector of capacitor voltages and i, | - the vector of inductor currents.
Correspondingly, the state co-variables vector contains the complementary variables:

-

where 1.] is the vector of capacitor currents and U, ] - the vector of inductor volt-
ages.

The total energy stored in the reactive elements of the circuit, i.e., in the capaci-
tors and the inductors, can readily be computed in terms of the state variables:

& Cyug, Ly

n | 1nL n o
W:We+Wm=Z . +Z 2Lk +§ZZijILJ’ILk .

k=1 k=1 =1 k=1

)

By introducing the matrices of capacitances, inductances and reactive parameters:

L1 le 1n,
C
[C]:diag(clacza'”acnc ), [L]z Lz1 L:2 . LZ:HL and [P]—|:[ ] [L]:| R (6)
_Lnl_l Lﬂ|_2 I_nL _

the equation (5) takes the more compact matrix form:

w=w, v, =] [C]ueJ+ i )i = 1] [P]X @)

In the following, we show how the state variable equations (1), for circuits with-
out or with excess elements, can be established systematically by reducing the prob-
lem to the computing of transfer functions in a resistive multiport [3].
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2. STATE VARIABLE EQUATIONS OF CIRCUITS WITHOUT EXCESS
ELEMENTS

If the circuit has neither capacitor loops (loops consisting only of ideal capacitors
and, possibly, of ideal independent voltage source), nor inductor cut-sets (closed
surfaces cutting only ideal inductors and, possibly, ideal independent current
sources). all variables are mutually independent from the interconnection point of
view and it is possible to chose the state variables and co-variables as shown in
equations (3) and (4). In this case, all capacitors and inductors are called essential
circuit elements, and there are no excess circuit elements.

To systematically establish the state variable equations of such a circuit without
excess elements, let us consider a circuit as represented in Fig. 1, in which the capaci-
tors, inductors, ideal voltage sources and ideal current sources are shown as con-
nected to the terminals of a resistive passive multiport that might contain any type of
controlled sources.

It is a simple resistive circuit problem to compute Ic and U, from the equations of
the multiport, in terms of the state variables Uc and i, and of the sources e and j. All
these variables can be considered as the parameters of ideal voltage and ideal current
sources, connected at multiport terminals, as shown in Fig. 2.

Ic] i) /]
UC]( | €] Resistive L£] ;) s tc) i Resistive a <)> Ul
pasive pasive

e(1)] @ multiport E)f ] e(1)] é multiport () 0]

Fig. 1. Electric circuit represented as a resistive Fig. 2. The electric circuit in Fig.1, in which
passive multiport, possibly containing con- the focus is on computing the currents of all
trolled sources, at which terminals are con- capacitors and the voltages of all inductors,
nected all the capacitors, inductors and inde- when knowing the excitations at multiport
pendent sources in the circuit. terminals.

The state co-variables are computed as the output variables at multiport terminals:

IC] _ GCC BC] Uc] GCe Bcj e]
UL]}_{AW RLJ} iLJ+{ALe RLJ':|j:J’ ®)

or, more compactly:
X J=la] x]+[b]y]. 9)

where the hybrid transfer function matrices [@] and [b] contain the transfer conduc-
tances G, transfer resistances R, voltage gains A and current gains B, explicitly shown
in (8).
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The capacitors and inductors are described by the constitutive equations:
l.]=dc]=[Cluc]and U J= ¢ |=[L]i,] (10)

which allows to express the state co-variables vector X] in function of the time de-
rivative of the state variables vector X] , and the reverse:

X]=[P] x] and x]=[P]"'[X]. (11)

Combining (11) with (9), one finally gets the state variable equations (1):

x|=[P]"[X]=[P]" (la]x]+[b]y) =[Alx]+[B] Y], (12)

in which the system coefficient matrix [A] and the input coefficient matrix [B] have
been computed as:

Al=[P]"[a] and B]=[P]"[b] (13)

3. STATE VARIABLE EQUATIONS OF CIRCUITS WITH EXCESS
ELEMENTS

Consider now a circuit in which there are capacitor loops and/or inductor cut-
sets. In this case, there is a link between the capacitor voltages, on one hand, and
between the inductor currents, on the other, links imposed by the circuit topology
(from the circuit interconnection point of view). One capacitor voltage can be
expressed in terms of the other in the same capacitor loop. Such a voltage must be

eliminated from the vector Uc] with the independent capacitor voltages and can be
introduced in a vector U ..] comprising dependent capacitor voltages. Similarly, one

inductor current can be expressed in terms of the other in the same inductor cut-set.
This current must be eliminated from the vector i, ] of independent inductor currents

and can be introduced in a vector | .] comprising the dependent inductor currents.

The state variables vector X] has the same structure as in (3), but comprises only
independent capacitor voltages and independent inductor currents, which belong to

the essential circuit elements. The dependent variables U ] and | .] are parts of an

excess circuit element co-variables vector X' ].
The variables and co-variables for the essential and excess elements are:

C IC ' -C' ] UC'
x]=‘i’ﬂ, X]:u]]} X]:L,ﬂ’ X]ﬂﬂ (14)
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Consider the circuit represented in Fig. 3, in which the capacitors, inductors, ideal
voltage sources and ideal current sources are shown connected to the terminals of a
resistive passive multiport, which can contain any type of controlled sources. In this
case, there are two types of capacitors and inductors, represented distinctly. To re-
duce the problem to solving a resistive multiport, the reactive elements will be

Ic] i

1]
[ _
te) -[Iq] i : vl (i) ;LJI@)) U,
L_"f-”' Passive L Passive L
U <_|_ [C] Resistive [L1] %) w, ] Usi i Resistive E)u;‘.]

Multiport Multiport
«n@® ® o) eo] @: ® Jo)

Fig. 3. Electric circuit with excess elements rep- Fig. 4. The electric circuit in Fig.3, in which the
resented as a resistive passive multiport, possi- capacitors and inductors have been replaced by
bly containing controlled sources, at which ter- ideal sources as explained in the text. The prob-
minals are connected all the essential and ex- lem has been reduced to the solving of a resistive
cess capacitors and inductors, as well as all the multiport.

independent sources in the circuit.

replaced by ideal voltage or current sources, giving the same inputs to the resistive
multiport, as shown in Fig. 4. The essential capacitors have independent voltages U ]

that can be chosen arbitrarily, so that these elements will be replaced by ideal voltage
sources giving the same voltage at the terminals. This i1s not possible for the excess

capacitors, for which the voltages U..] depend on the voltages U.]. But the currents
of these elements have no interconnection restrictions, so that the excess capacitors
are replaced by ideal current sources giving the same currents I¢.]. Similarly, the es-
sential inductors are replaced with ideal current sources giving I, ], whereas the ex-

cess inductors are replaced with ideal voltage sources giving U, ].
The dependent variables at the terminals of the resistive multiport result:

I ]_ _Gcc Bej | Uc Gee Bgjle Bee Ber | e
N R i | R LilIR (15)
UL] A Lj | I A Lj|J e ALl |ug

Ucl] [Ac 0 Juc] [Ace O Je
117 o Bueli |7l o B (16)

I

(]

Or, written more compactly:

X J=[a] x]+[b] y]+[c]x] (17)
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X'J=[d]x]+[f]y] (18)

Matrices [d] and [f] can have elements only with the values +1, -1 and 0.
By introducing the parameter matrices for the essential and the excess elements:

[PJ= {[C] [Lﬂ and [P']= {[CI] [Lﬂ, (19)

the reactive elements’ constitutive equations can be written:
X ]=[P] 1] and x']=[P"] X'] (20)
Reversing the first equation above and taking the derivative of (18), one gets:
%]=[P]" X ] and X’J=[d] x]+[]¥] 1)
From the equations (17), (18), (20), and (21) it results successively:
x]=[P] " X ]
=[P]™ {la] x]+ o] y]+[c][x]} (22)
=[P]" {la] x]+[o] y]+[c][P](d ] x]+[f ] ¥ ]}

from where the terms containing X| can be separated:

]
(Pl-[c][P]la]) x]=(a] x] +[b] y]+[c][P][£] ¥]) . (23)
Defining
[r]=[P]-[c][P][d].. (24)

the state variable equations for the circuit with excess elements is obtained:

x|=[n]"(a] x]+ ] yl+[cl[P][f]¥]) - (25)

This equation can be put in the standard form (1), with:

(A1=[]"[a],  (B1=[]"[[o] [c][P][f]] (26)
and replacing y(t)] with a new vector of excitation:
y(D)]
Y()|=
o L'/(I)J ’ 7

which comprises both the vector of the sources and its time derivative.
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4. EXAMPLE

In this section we illustrate the method of systematically establishing the state
variable equations of a circuit with excess elements presented in Section 3, by
considering the circuit in Fig. 5.

I
A
A f
¢ U,
i Ly (9
1(‘ Z/ ’ / L;
1
R ][ 1 ] CD U, z.'(:?(‘D)ch[] R, CT Uy,
R,
11—
Fig. 5. Example of electric circuit with excess Fig. 6. Resistive multiport of the circuit in Fig. 5,
elements. after replacing the capacitors and inductors with

sources as explained in the text.

The circuit comprises the capacitor loop (C; - € — C,) and the inductor cut-set (L,
— L, —J) . We select Cy, L, as essential elements, and C,, L, as excess elements. Ac-
cordingly, in the resistive circuit of Fig.6, the capacitor C, is replaced an ideal voltage
source Uc,, the inductor L, with an ideal current source i|_1, the capacitor C, with an

1deal current source icz, and the inductor L, with an ideal voltage source Uy,.

A superposition approach is used to compute successively the transfer functions
in equations (15) and (16) for the resistive multiport in Fig.6. Each source in the cir-
cuit is kept active alone, in sequence, while all the other sources are passivated.

To passivate an ideal voltage source, its emf must be made zero, i.e., the source
must be replaced with a short circuit (s.c.). Similarly, an ideal current source is pas-
sivated by making zero its current, i.e., by replacing it with an open circuit (o.c.). The
method is illustrated for two instances: In Fig. 7 only the source giving Uc, 1S main-

tained active, whereas in Fig. 8 only the source giving i, is active. In each case the
remaining sources are passive. The outputs I¢c,, Ui, Uc, and I, are calculated, which
gives the corresponding transfer functions by a simple (symbolic) division.

I,

LN

O O

I. R —
)] Quw Welr [n QMW We[r |
— LY

Fig. 7. Example of computing the resistive Fig. 8. Example of computing the resistive
multiport transfer functions for the source Uc;, multiport transfer functions for the source i,
the other sources being passivated. . the other sources being passivated. .
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The equations (15) and (16) which give the dependent variables at the terminals
of the resistive multiport in Fig. 6 result:

S _RARy -1 | Ug L -1|e¢€ -1 0| i
o 17l RR, R, N T
L 1 R | " 0 -R,| ] .

U I 0 ug I 0| e
c2 | _ ! 29
ol e L @

The parameters of the essential and excess circuit elements are, respectively:

[F’]{OCl OLJ and [P’]{g2 ﬁj (30)

The matrix [I1] given by equation (24) for this circuit is a diagonal matrix:

oo [Co0] |=1 0]fc, o]|l 0] [c,+C, 0©
[H]=[P]—[C][P][d]—[0 ,_j {0 _J[o Lj{o J‘[o L1+Lj (1)

so that its inverse is simply:

[ = (32)

and the matrices in the state variable equation result:

__R+R ]
et RR,(C, +C,)  C +C
A=l =) FREre) Bre
L +L L +L
1 1 C,
= = = 0
B-[n] [k} EIPL)]-| RCGrG) Greaxe 6y
0 _ 3 0 _ 2
L +L L +L

Y(t)]=[e(t) i) % %}



Advanced Aspects of Theoretical Electrical Engineering Sozopol '2009 17

5. CONCLUSIONS

State variable equations can be established systematically by separating the resis-
tive part, which can contain controlled sources, from the capacitor, inductor and
source components. As shown in the paper, this allows finding the state variable
equations by solving a simple purely resistive problem a number of times equal to the
number of capacitors, resistors and independent voltage and current sources.

State variable equations are a powerful tool for studying switching in circuits with
inconsistent initial conditions [4], [5], [6], [7].
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Abstract: In the present paper, a computer-aided approach is developed to diagnosability in-
vestigation of linear analog circuits. The method is based on sensitivity investigation of the test
characteristics. The sensitivity model approach is realized using the PSpice simulator and param-
eterized sensitivity PSpice macromodels are built in order to calculate the sensitivity characteristics
in the frequency domain. The determination of the needed sensitivities is reduced to a parametric
analysis of the constructed sensitivity model. The test frequencies are selected maximizing the sensi-
tivity of the magnitude and phase of the test characteristics. Applying post-processing of the simula-
tion results using macro-definitions in the graphical analyzer Probe, a fault diagnosability investi-
gation of the circuit is performed. Sensitivity measures are defined in Probe for diagnosability in-
vestigation of multiple faults using pre-defined macrodefinitions. The fault masking, fault domi-
nance and fault equivalence are also investigated. The frequency ranges, corresponding to maximal
sensitivity measures, are automatically obtained for the multiple fault isolation. An example is given
illustrating the possibilities and the applicability of the proposed approach.

Keywords: Analog circuit diagnosis, Sensitivity, Diagnosability, SPICE simulation
1. INTRODUCTION

The development of wireless communication leads to an increasing demand for
reliable and high performance RF products. In order to achieve high performance, ef-
ficient test and diagnosis procedures are needed. Due to the complexity of testing at
higher frequencies, the testing of RF analog circuits requires the performing a quick
and efficient test with a limited number of test vectors. In [1] a method is developed
for improving fault detection in high frequency circuits based on sensitivity analysis
and S-parameter measurements. The test frequencies are selected maximizing the
sensitivity of the magnitude and phase of the S-parameters. The influence of the
faults on the output characteristics is investigated in [2]. The concepts fault masking,
fault dominance, fault equivalence and fault isolation are defined. Based on sensitiv-
ity analysis, test nodes and test frequencies selection is performed for every category
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of faults (single, double, multiple). An approach is proposed in [3] to automated di-
agnosis of parametric faults in analog electronic circuits using PSpice-like circuit
simulators. Based on circuit responses that well characterize the faults, the set of
typical faulty variants of the circuit is simulated. The fault generation is reduced to a
parametric analysis of the diagnosis model of the circuit.

In the present paper, a computer-aided approach is developed to diagnosability
investigation of linear analog circuits. The method is based on sensitivity investiga-
tion of the test characteristics. The sensitivity model approach is realized using the
PSpice simulator and parameterized sensitivity PSpice macromodels are built in order
to calculate the sensitivity characteristics in the frequency domain. The determination
of the needed sensitivities is reduced to a parametric analysis of the constructed sensi-
tivity model. The test frequencies are selected maximizing the sensitivity of the mag-
nitude and phase of the test characteristics. Applying post-processing of the simula-
tion results using macro-definitions in the graphical analyzer Probe, a fault diag-
nosability investigation of the circuit is performed. Sensitivity measures are defined
in Probe for diagnosability investigation of multiple faults using pre-defined mac-
rodefinitions. The fault masking, fault dominance and fault equivalence are also in-
vestigated. The frequency ranges, corresponding to maximal sensitivity measures, are
automatically obtained for the multiple fault isolation. An example is given illustrat-
ing the possibilities and the applicability of the proposed approach.

2. SENSITIVITY MODEL

The sensitivity model approach is used to calculate the sensitivity coefficients of
the output characteristics in the frequency domain. According to this method, in order
to obtain the derivative of the output voltage Vo in respect to the admittance Y; in the
circuit, an analysis of the original circuit N is performed and the resulting voltage Vy;
Is used as a control voltage for the sensitivity model Ng. A voltage controlled current
source is connected in parallel with the element Yj4 with controlling coefficient of

Y. = 1S. The output voltage V,, , of the circuit Nq is equal to the derivative oV, /dY;:
Vout,d = 8Vout/aYi '
In order to obtain the sensitivity
G Vou :_avout L
Y, vV, 1)

automatically in the computer PSpice model, the controlling coefficient of Y, is mul-
tiplied by Y; in the model and the result Vo4 is divided by V. in the graphical ana-
lyzer Probe.

The sensitivity model of the resistor is represented in Fig. 1. It is built using a
block definition. In order to analyze simultaneously the circuits N and Ng, the equiva-
lent circuit contains the element R; from the original circuit N and the element R
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from the sensitivity model Nq. The VCCS Gy, is added in parallel with Ry, in the
sensitivity model. The circuit connections are represented using busses. The node 1
has a bus name 1[1..2] and represents node 11 of the circuit N and node 12 in the cir-
cuit Ng (Fig. 1c). The attributes of the block are shown in Fig. 1b. The ID number is
assigned to the element. In order to obtain the sensitivities for a group of elements
simultaneously in the graphical analyzer Probe, a parametrtic sweep is used. A pa-
rameter par is defined with a linear variation from 1 to n with increment 1. When the
current value of par is equal to the ID number of a given element, the controlling co-
efficient Gge, of its VCCS is equal to the nominal element value val and the sensitivity
with respect to this element is calculated, otherwise Gg,=0. This is accomplished by
the IF-THEN-ELSE statement, included in the expression for G, (Fig. 1c). The sen-
sitivity model of the capacitor is represented in Fig. 2. It is built similarly to the resis-
tor model. The block representation is shown in Fig. 2c and the attributes are given in
Fig. 2b.

R_sen R_sen 1[1..2] [ —
e Ew
par = {par} or = foart 2[1..2] [ e
val = 1k "3|= L 1
IDN =1 DN = 1
12
a)
A
ar fnar}
i £ - GuALE N
IDH 1 V(%IN+, %IN-)*if (abs(@par- @IDN)<0.1,1,0)/@el
b) c)
Fig. 1. Sensitivity model of the resistor
C_sen :_5‘5'- 1[12] I:_
o "_m e —
par = {par}
val = 1n par = [par}
IDN =1 vel = 1nF

DN =1 1 I:IT c1 TCIlZ
a) c1 —onFg— CIA
A {@wl} UL {(@wl}
par {par} 21 GLAPLACE 22

val n
DN 1 XFORM = s*@wal
EXPR = V(%6IN+, %IN-)*if (abs(@par-@IDN)<0.1,1,0)

b) c)
Fig. 2. Sensitivity model of the capacitor

The sensitivity model of the OpAmp is represented in Fig. 3. It consists of two
identical OpAmps — one in the circuit N and one in the circuit Ng. The ground node is
modeled by a block, consisting of two short circuit branches connected to the ground
- one for circuit N and one for circuit Ng. They are modeled by independent voltage
source of value 0 as shown in Fig. 4. The independent voltage source in the sensitiv-
ity model is shown in Fig. 5. The value of the signal is defined for the source V; in
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the circuit N and the value of V; is equal to zero. The example circuit for the sensitiv-

ity determination is shown in Fig. 6a and the frequency characteristic is represented
in Fig. 6b.

OPAMP_uA741 OPAMP_uA7a1

. :
) Vdc 12V

Fig. 3. Sensitivity model of the OpAmp

EGHD egnd[1..2] VAC s=n pos(L..2]
[

{@AC_MAG} | ©

neg2

AC_MAG =1 negll.2] [}
Fig. 4. Modeling the ground in the sensitivity  Fig. 5. Modeling the independent voltage source

model in the sensitivity model

R3
Aty 160U

R Rz 5U

Ayt
1k 1
n
- 4
Tuae 1on ou : ‘
1.0Hz 10Hz 186Hz 1.8KHz 160KHz
u(ouT)
Frequency
o
a) b)

Fig. 6. Example circuit

3. OBTAINING THE SENSITIVITIES IN PROBE

The sensitivities are obtained using the following macrodefinitions in Probe:

SEN(p) = M(V(OUT2)@p/V(OUT1)@p)

where p is the ID number of the circuit element. The sensitivities SEN(1), SEN(2),
SEN(3), SEN(4) and SEN(5) for the circuit in Fig. 6 are presented in Fig. 7. The
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measure SEN2(p1,p2) is defined giving the sum of the modules of the sensitivities Sy,
and Sp,. The frequency ranges, corresponding to high values of SEN2(p1,p2), can be
used to detect a double fault of elements p; and p,. In the case when the sensitivity
ISp1| >>|S2|, the fault of the element p, can be masked. In this case another measure
IND2(p1,p2) for the diagnosability investigation can be applies in the form:

1.2

5 o SEN(1)
8.8+ v 51
SEN(2)
> SEN(1) - SEN(2)
0. 4+ e
senz(1,2) (%17
0 & 10 (50k,1.22

10Hz

T
100Hz

1
1.0KHz

T
10KHz

o SEN{1) = SEN(2) s SEN(3) - SEN(4) + SEN(5)

Frequency

IND2(1,2)

T
10Hz 160Hz

T
1.8KHz
= SEN2(1,2) - IND2(1,2)

Frequency

T
16KHz

Fig. 7. First order sensitivities Fig. 8. Diagnosability of double faults

IND2(p1,p2) = (M(SEN(p1))+M(SEN(P2)))*M(SEN(pP1))*M(SEN(P2))

The measures SEN2(1,2), INSD(1,2) are presented in Fig. 8.
The macroses for diagnosability investigation of triple faults SEN3(p1, p2, p3)
and IND3(p1, p2, p3) are obtained as follows:

SEN3(pl, p2, p3) = M(SEN(p1))+M(SEN(p2))+M(SEN(p3))
IND3(pl, p2, p3)

(M(SEN(p1))+M(SEN(p2))+M(SEN(p3)) ) *M(SEN(P1))*M(SEN(p2))*M(SEN(pP3))

The measures SEN3(2,3,4) and IND3(2,3,4) are presented in Fig. 9. The measures
SEN4(1,2,3,4) and IND4(1,2,3,4) are presented in Fig. 10.

SEN(3)
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Fig. 10. Determination of the measures SEN4
and IND4

Fig. 9. Determination of the measures SEN3
and IND3

For a five-fold fault:



Advanced Aspects of Theoretical Electrical Engineering Sozopol '2009 23

SEN5(p1,p2,p3,p4,p5)=
M(SEN(p1))+M(SEN(p2))+M(SEN(p3))+M(SEN(p4))+M(SEN(p5))
IND5(p1,p2,p3,p4,p5)=(M(SEN(p1))+M(SEN(p2))+M(SEN(p3))+M(SEN(p4))+
MCSEN(pPS5)))*M(SEN(p1) ) *M(SEN(p2))*M(SEN(p3) ) *M(SEN(p4) ) *M(SEN(pPS))

The diagnosability can be precisely investigated using the measure DSEN. It is
defined as the measure SEN for the frequency intervals, where the ratio between each
of the sensitivities and the measure SEN is greater than a given number eps. The mac-
roses for double and triple faults are in the form:

ena2(pl,p2)=0.5*(sgn(M(SEN(p1)/SEN2(p1,p2))-
eps)+1)*0.5*(sgn(M(SEN(p2)/SEN2(pl,p2))-eps)+1l)
DSEN2(p1l,p2)=SEN2(pl,p2)*ENA2(pl,p2)
ena3(pl,p2,p3)=0.5*(sgn(M(SEN(p1)/SEN3(pl,p2,p3))-
eps)+1)*0.5*(sgn(M(SEN(p2)/SEN3(pl,p2,p3))-
eps)+1)*0.5*(sgn(M(SEN(p3)/SEN3(pl1,p2,p3))-eps)+1l)
DSEN3(pl,p2,p3)=SEN3(pl,p2,p3)*ENA3(pl,p2,p3)
enad(pl,p2,p3,p4)=0.5*(sgn(M(SEN(p1)/SEN4(pl,p2,p3,p4))-
eps)+1)*0.5*(sgn(M(SEN(p2)/SEN4(pl1,p2,p3,p4))-
eps)+1)*0.5*(sgn(M(SEN(p3)/SEN4(pl,p2,p3,p4))-
eps)+1)*0.5*(sgn(M(SEN(p4)/SEN4(pl,p2,p3,p4))-eps)+1)

The measures SEN3, ENA3 and DSEN3 for parameters p;, ps and ps are presented
in Fig. 11. Similarly, the measures SEN5, DSEN5 and IND5 for parameters py, pa, ps,
p4 and ps are obtained as shown in Fig. 12.

1.5 5 1.87

e 1 0.5+ l/f
3
8.5 i SEL>> . A
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v sen(1) = sen(3) - sen(5) j 4-07 , S06m

F=4 . 84KHz

o] T T T T
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: ‘ : . sen5(1,2,3,4,5) - dsenS(1,2,3,4,5) [2] - indS(1,2,3,4,5)

10Hz 100Hz 1.0KHz 10KHz Frequency

[1] - sen3(1,3,5) - dsen3(1,3,5) [2] - ind3(1,3,5)
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SEL>>
0
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Fig. 11. Comparison of the diagnosability results Fig. 12. Diagnosability results using the
using the measures SEN3, DSEN3 and IND3 measures SEN5, DSEN5 and IND5

4. CONCLUSIONS

A computer-aided approach has been proposed to diagnosability investigation of
linear analog circuits based on sensitivity investigation of the test characteristics. Us-
ing parameterized sensitivity PSpice macromodels, the sensitivity is obtained in the
frequency domain and sensitivity measures are defined in Probe for diagnosability
investigation of multiple faults using pre-defined macrodefinitions. The frequency
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ranges, corresponding to maximal sensitivity measures, are automatically obtained
for the multiple fault isolation.
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Abstract: In the paper, the results from the investigation and analysis of the working process of
the breakers for residual currents in the frequencies different than 50 Hz, are presented. The main
aim of the investigation is to estimate the applicability of the breakers considered in the systems
consist of modern converting devices and its protective measures from the electric current breaking
in the frequencies over than 50 Hz.
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1. INTRODUCTION

The applicability of the electrical devices and systems, which transform some
electrical quantities to the others (with respect to their values or parameters), in-
creases as in the industry as in the home appliances. These devices are such as rectifi-
ers, invertors, UPS systems, power control systems with semiconductors’ elements,
modern home electronic devices and etc. Nowadays the complex control systems,
where the voltage, the frequency and etc. transforms repeatedly, are used. The most
popular are electrical devices, working with frequencies over than 50 Hz (resp. 60
Hz).

The equipments, working with frequency 50 Hz (resp. 60 Hz), the reliability
safety systems (Residual Current Devices - RCD) are made. The requirement rules
about these devices are defined in the regulation N 3 “Structure and exploitation of
the electrical equipments and electro-conductive lines” — from 15.01.2005. The regu-
lation specifies the fact that the installations of the RCD is binding in the new or re-
construct residential, administration buildings and public works.

The serious problems, guaranteed the electro-safety', arise in the equipments, in-
cluded to the converters, working with the frequencies, which are different than 50
Hz (resp. 60 Hz). This fact specifies the aim of the investigation in this paper — to
check if it is possible and how much the RCD can to ensure the safety of the users
when the devices works with frequencies different than 50 Hz (resp. 60 Hz).

! For industrial applications, where the working frequencies are previously known, the leaders’
manufactures of the residual current devices (ABB, Schneider Electric, Moecller, Siemens) are de-
veloped the special safety apparatuses, ensuring the electrical safety in emergency situations.
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As it 1s well known the RCD consist of summing transformer, polarization turning
off relay with a high sensitivity, switching off mechanism with contact system and
control circuit (fig. 1). All conductors pass through the orifice of the summing trans-
former (L1, L2, L3 and N for the 3-phase circuits or L. and N for the mono-phase cir-
cuits). In normal mode the sum of the respective currents’ vectors, passed through the
summing transformer, is equal to 0 or it is so slightly small the polarization relay
cannot switch over.

When arises trouble (leak to the Earth or touch to the current-carrying parts of the
device and etc.), if the current flow through to the Earth or to the safety conductor
PE, the sum of the currents vectors becomes different by 0. In this case the electro-
motive voltage induces in the sensor coil. This voltage supplies the polarization relay
and as a result the switching off mechanism activates. This opens the contact system
of the RCD and the supplying voltage to the defect part of the circuit interrupts.

Iy

A

— L1
— L2
— L3
N
 Fuses
- Switching off
mechanism
TEST
Button \417' _Switching off
o relay
Resistor |
Current
transformer ? [ ]
Iy Darnﬂ//l ; Consumer
F )
IS PEN
1y =I+I
4L R d F* 'S j R

2 la
Fig. 1

2. SUBJECT AND PROBLEMS OF THE INVESTIGATION

The subject of the investigation is the behavior of the residual current device
(RCD) in frequencies which are different than 50 Hz (resp. 60 Hz). For collecting the
necessary data and for their analysis the following problems are solved:

1. Creating the experimental base.

2. Examination the RCD in frequencies, which are different than 50 Hz

(resp.60 Hz).
3. Presentation of the results in tables and the respective graphs.
4. Analysis of the results and making the conclusions.
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3. EXPERIMENTAL INVESTIGATIONS

The investigations are implemented using the following apparatus:

— residual current device type FH204 (I=25 A, [,=0,03 A, U,,,,=440 V0 );

— residual current device type NL1-63 (I=63 A, 1,=0,03 A, U,,.,x=660 V11);
— residual current device type LS 25A 2P (I=25 A, [,=0,03 A, U,;,.,x=440 V);
— residual current device type SE 63A 2P (I=63 A, [,=0,03 A, U,;,,x=660 V);
— signal generator type 83-33 - [20, 20000] Hz;

— digital multimeter type WENS 700;

— digital multimeter type DT830D;

— regulated resistance.

4. SCHEME OF THE EXPERIMENTAL BASE

The experimental base is designed for investigation of the mono- and three-phase
residual current devices. The scheme allows investigation of its working process as in
different from 50 Hz frequencies as in pulse disturbances with different form or these
disturbances which has DC component. The experimental base is shown on the fig. 2.

Fig. 2. Scheme of the experimental base

— SG — signal generator for the sinusoidal, rectangular and triangular type voltage
- type 83-33, range [20-20000] Hz;

— RCS - stabilized regulated current supplier generating DC component U=0-12
V DC, [=0-1 A/DC (not used in this case);

- Sw 1+4 — two-positions electrical switchers;

— ASw — automatic switchers - 6A;
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- DM 1,2 — digital multimeters;

- RR —regulated resistance.

It makes 5 measurements for each frequency considered and then it calculates the
respective average value of the switching over current .

Lyt

d 5

|y

where p is the number of the measurements in the same frequency.

Next, the associated graph I4= [4(f) draws.

The data from the measurements are given in tabl. 1 and they are visualized on
fig. 3. In the table, each of the average value for the respective fifth measurements I4
and the nominal value of the current necessary for switching over of the RCD, are
presented.
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Fig. 3. Switching over current of the RCD in different frequencies

Table 1 and the respective graph from fig. 3 show the work of fourth studied types
RCDs when it considers the switching over current in the different frequencies in the
range [20, 400] Hz.

Table 1. Switching over current of the RCD in different frequencies

Measurment FH204 NL1-63 LS25A 2P | SE 63A 2P | Dimension
20Hz (AC) 82,80 47,10 23,06 26,04 mA
25Hz (AC) 43,10 39,30 23,2 24,11 mA
30Hz (AC) 23,10 31,70 22,6 23,36 mA
35Hz (AC) 14,20 27,00 22,6 23,5 mA
40Hz (AC) 15,70 25,60 22,64 24,0 mA
50Hz (AC) 29,10 24,10 22,42 22,64 mA
60Hz (AC) 29,70 28,60 22,8 22,2 mA
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70Hz (AC) 27,20 33,00 23,12 21,8 mA
80Hz (AC) 23,40 35,00 23,5 21,35 mA
100Hz (AC) 27,00 39,60 24.5 20,9 mA
110Hz (AC) 35,00 41,00 25,1 21 mA
120Hz (AC) 76,80 42,00 26,3 21,12 mA
150Hz (AC) over 44,00 27,1 21,12 mA
200Hz (AC over 52,10 28,94 23,7 mA
250Hz (AC) over 52,60 29,96 25,3 mA
300Hz (AC) over 52,60 32,3 29,9 mA
400Hz (AC) over 56,00 35,14 36,4 mA
5. CONCLUSIONS

The implemented detailed investigation of the behavior of the residual current
devices show, that they work reliable when the supplying currents, voltages and
frequencies are the same as they are designed.

When the frequency is 50 and 60 Hz and the DC components is missing, the
RSDs switch off when the current reaches the “safety” value 30 mA.

When the frequencies are upper than mentioned above, the mechanical charac-
teristics and the parameters of the polarized relay, control the switching off
process, essentially influent on their electrical characteristics.

The RSDs considered show the different behavior when they work in the fre-
quencies different than 50 Hz.

The models FH204 and NL1-63 cannot ensure the reliable safety in these fre-
quencies.

The other ones (LS 25A and SE 63A) have the stability characteristics till the
frequencies of 250 Hz and they can be applied only in some specifically cases.
They can ensure the reliable safety in case of fire, because the restriction is 300
mA. They work excellent in the range 30 — 70 Hz. In frequencies down than 30
Hz and up than 70 Hz these types RDS are not recommended.

In frequencies till 1 kHz and above are recommended the models, which are
designed just for this mode.
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Abstract: One of the most important criteria for the power transformer’s state is the presence of
partial discharges. Electric discharges that do not completely bridge the electrodes are called
“partial discharges”. Although the magnitude of such discharges is usually small, they cause
progressive deterioration and may lead to ultimate failure. It is therefore essential to detect their
presence in a nondestructive control test. The methods for discovering and evaluating the partial
discharges are based on the power exchange, which comes simultaneously with the discharge. This
exchange can be found at AC or DC voltage.

1. DISCHARGES AT AC VOLTAGE

The behavior of internal discharges at AC voltage can be described using the a-b-
c circuit (Fig. 1a). The capacity of the cavity is represented by a capacitance ¢, which
is shunted by a breakdown path. The capacity of the dielectric in series with the cav-
ity is represented by a capacitance b. The sound part of the dielectric is represented
by capacitance a.

In Fig. 1a, the faulty part of the dielectric corresponds to I, the sound part to II.

The same representation can be given for surface discharges as may follow from
Fig.1b. The surface that is covered by the discharge has a capacity c to the electrode
and a capacity b through the insulation. The rest of the dielectric is again represented
by capacity a. [3]

If such circuits are energized with AC voltage, a recurrent discharge occurs: ¢ is
capacitive charged, reaches the breakdown voltage of the cavity, is charged again,
breaks down, etc.
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Fig.la. Dielectric circuit Fig. 1b. Dielectric circuits with internal
discharge surface discharges

1.1. Recurrence of discharges

This is shown in more detail in Fig. 2. The high voltage across the dielectric is v,,
the voltage across the cavity, v.. When voltage v. reaches the breakdown voltage U,
a discharge occurs in the cavity. The voltage then drops to V" (usually less than 100
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V) where the discharge extinguishes. This voltage drop takes place in less than 107s -
an extremely short period compared with the duration of a 50 c¢/s sine wave - so the
voltage drop may be regarded as a step function. After the discharge has been extin-
guished, the voltage over the cavity increases again.

This voltage is given by the superposition of the main electric field and the field
of the surface charges at the cavity walls left after the last discharge. The fields coun-
teract one another. When the voltage over the void reaches U', a new discharge oc-
curs. This happens several times, after which the high voltage v, over the sample de-
creases and the voltage v. drops to U ~ before a new discharge occurs. In this way,
groups of regularly recurrent discharges will be found.

The discharges in the cavity cause current impulses in the leads of the sample.
Note that these impulses are concentrated in regions where the voltage applied to the
sample increases or decreases most, i.e. at the zero points. Austen and Whitehead
have shown that if the voltage-drops in both half cycles are equal (i.e. AV = AV) the
impulses will give a stationary picture on a 50 c/s time base on the oscilloscope
screen of a discharge detector. If 4 V" + AV, the impulses move around the time base.
Austen and Whitehead actually built the analogue circuit of Fig. 1a with capacitors.
They obtained discharge patterns which were similar to those in Fig. 2. [1]

Fig. 2 Recurrence of discharges

The AC voltage across the sample at which discharges start to occur when the
voltage is increased is called the inception voltage and the corresponding stress in the
surrounding dielectric, the inception stress. If the voltage is decreased after dis-
charges have been started, the voltage at which the discharges extinguish is usually
lower than the inception voltage.

This voltage is called the extinction voltage and the corresponding stress the ex-
tinction stress. The breakdown strength of the cavity U" or U ", is sometimes called
the ignition voltage of the cavity.
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1.2. Discharges occurring below the inception voltage

Once a discharge has started, it can persist at a voltage lower than the inception
voltage (theoretically as low as half the inception voltage). This is shown in Fig. 3,
where it 1s assumed that the first discharge starts due to a short overvoltage at A. The
voltage v, over the cavity - originally smaller than the ignition voltage U or U -
reaches the ignition voltage at the other half cycle owing to the surface charges which
are left after the preceding discharge. Now the voltage v. and the residual charge in
the cavity co-operate and the discharge can persist at almost half the inception volt-
age. The extinction voltage is often found in practice to be lower than the inception
voltage, although not as much as half. This is the reason for samples being
prestressed in many test procedures at 1.5 to 2 times nominal voltage before being
turned down to a test voltage at about nominal voltage. [3]

Fig. 3. Occurrence of discharges below the inception voltage

2. DISCHARGES AT DC VOLTAGE

2.1. Analogue circuit

When DC voltage is applied, discharges occur during the rise of the voltage. After
the voltage has become constant, discharges occur only infrequently. The dielectric
can be represented by the circuit shown in Fig.4.

The capacity of the void c¢ is continually charged by the conductivity g of the di-
electric in series with ¢; ¢ discharges when the voltage has reached the ignition volt-
age of the cavity.

Fig. 4. Cavity in a dielectric stressed at DC voltage
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2.2. Recurrence

The repetition rate under DC voltage is several orders of magnitude less than at
AC voltage. As a result, partial discharges at DC are considered far less dangerous
than at AC and comparatively few studies have been made of DC discharges. [2]

The repetition rate of DC discharges increases with the stress £ in the dielectric
and the specific conductivity d. In the case of a laminar cavity (with zero conductivity
of the cavity walls) the repetition frequency can be calculated as:

E _
f:1,13.10“5[5j,sec ! (1)

i

where E, is the ignition stress of the flat cavity.
In practice, the repetition rate is found to be greater than predicted here. This is
caused by the presence of more than one discharge site per cavity.

2.3. Variables

The repetition rate usually follows Equation (1) when changing the variables.

If the DC operating stress in the material is raised, the frequency will increase
considerably, as ¢ usually increases with the applied stress.

If the temperature is increased, the repetition rate also will be increased consid-
erably as 0 increases. The repetition rate will also vary with time, as follows from the
decrease in volume conductivity. [2]

The volume restivity is usually so high that at stresses where a sample shows dis-
charges at AC voltage, discharges at DC occur at intervals which range from a few
hours to several weeks. Only at very high stresses (up to 100 kV/mm DC) and high
operating temperatures (90°C or so) can the repetition rate approach an order of mag-
nitude that is customary for AC tests.

2.4. Inception voltage

The inception voltage under DC conditions is difficult to ascertain because the in-
terval between discharges may be of the order of weeks at the theoretical inception
voltage. Moreover, this low repetition rate is overshadowed by the impulses caused
by the rising voltage during increase of the DC voltage. In the American Society of
Testing and Materials Standard D 1868-1973 the inception voltage is reached if the
repetition rate exceeds one discharge per minute. [3]

An extinction voltage cannot be defined, as discharges continue to occur for a
considerable time after the applied DC voltage has been switched off.

3. CONCLUSION

Although the repetition rate of impulses at DC is lower than at AC by 10* to 10°
times, the impulses themselves are the same as at AC. Duration, magnitude, wave,
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shape, etc. are equal to those of AC discharges. Consequently, the same detection
techniques, calibration methods, observation systems etc. can be used as for AC. For
this reason no special emphasis is given here to discharge detection at DC voltage.
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1. INTRODUCTION

Battery operated portable systems such as notebooks, mobile phones etc. require
signals processing functions at minimum power consumption with a strong variation
in speed requirements. In digital signal processing a clear trade-off can be made be-
tween the speed and supply voltage, and supply voltages as low as 0.5V can be ex-
pected. From other side the supply voltage requirements for analog circuitry are often
dictated by external signal sources and loads. The difference at the requiring levels of
the supply voltage for the digital and analog circuitry imposes utilization of switched
DC/DC converters. They are essential for efficient conversion of the battery voltage
to various supply voltages, needed to perform every function with minimum power
drain. An important goal for the converters is achieving of high efficiency.

Switched DC/DC converters are time-varying systems because of their specific
switching action. They are nonlinear systems with unstable parameters and unavoid-
able significant interference during the operation. Therefore, to stabilize their pa-
rameters and to reduce the negative effects of switching the chosen method of control
1s essential.

Control methods for switched DC/DC converters require not only to ensure the
stability of the system, but also to achieve good dynamic characteristics. There are
basically two ways to control DC/DC converters — linear and nonlinear control. Non-
linear control often produces better results but sometimes increases the complexity of
the practical implementation of the scheme.

This paper describes some of the most commonly used linear and nonlinear meth-
ods to control the switched DC/DC converters: Pulse-width modulation (PWM),
Pulse-frequency modulation (PFM), Current programmed control, which are linear
methods and Sliding mode control (SMC), which is nonlinear method. Conclusions
are made about the advantages and disadvantages of each method.
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2. PULSE-WIDTH MODULATION (PWM) CONTROL

The PWM control technique employs switching at constant frequency, i.e.,
Ts=ton+toff where Ts is constant time switching period and ton and toff represent the
time the switch is on and off, respectively (Figure 1). By adjusting the ton/toff ratio
the average output voltage can be controlled. This operation can be represented by
the following equation

D:ﬂ:%, (1)

where D is duty cycle, and V,u V;. are respectively the output and input voltage.

A popular solution for generation of switch control signal is to compare Vipuor
with a repetitive waveform. v,,,.,.; 1S obtained by amplifying the difference between
the actual output voltage from the converter and its desired value (Fig. 1). The fre-
quency of the repetitive waveform, represented by the sawtooth voltage in Figure 2,
establishes the switching frequency [1], [2]. This frequency is kept constant in a
PWM control. When the amplified error signal, which varies slowly with time rela-
tive to the switching frequency, is greater then the sawtooth waveform, the switch
control signal becomes high, causing the switch to turn on. Otherwise, the switch is
off.
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Fig. 1. PWM control scheme for buck DC/DC converter

Lower power efficiency for small load is the main drawback of this control
scheme [3]. The main advantage is the use of single switching frequency, which
makes the level of output ripple highly controllable.
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3. PULSE-FREQUENCY MODULATION (PFM) CONTROL

One control scheme which obtains high power efficiency over a wide range of
loads is pulse-frequency modulation (PFM). In this scheme, the converter is operated
only in short bursts at small load as is conceptually illustrated in Figure3 and Figure4.

Between bursts, both switches in Figure 3 are turned off, and the circuit is idle
with zero inductor current. During this period, the filtering capacitor at the output
sources the load current. When the output is discharged to a certain threshold V-, the
converter is activated for another burst, charging capacitor C. Thus, the load-
independent losses in the circuit are reduced [3]. Further, for smaller load current the
idle time increases and thereby decreases power consumption. Output is regulated
when the charge delivered through the inductor is equal to the charge consumed by
the load. This implies that the inductor must be designed to be able to deliver the
maximum charge consumed by the load during system operation.

The major drawback of PFM control is that the switching period (the time be-
tween charge bursts) is a function of the load. Thus, the converter appears almost
chaotic and the switching noise is unpredictable. This is not well suited for wireless
communications applications.
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Fig. 3. PFM control scheme for buck DC/DC converter
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Fig. 4. Signals in control of PWM

4. CURRENT PROGRAMMED CONTROL

In current programmed control (Fig. 5), the output of the converter is controlled
by a suitable choice of the peak current of the transistor switch Q [4]. Control signal
in this case is i.(¢), and control circuit switches the transistor so that the peak current
through the transistor follows current i.(?) (Fig. 6).

Cycle pulse on the input "SET" of the RS-trigger opens the switching period in
determining the outcome of the trigger in a high level, and transistor is switching on.
While the transistor conducts, its current iy(z) is equals the current through the coil
i.(t), which grows in a positive direction with a slope depending on the value of coil
(L) and voltage of the converter. At a point where i;(?) becomes equal to i.(z) the con-
trol scheme produces a signal to switch off the transistor and current through the coil
decreases during the remainder of the period of switching. In practice, voltages pro-
portional to the currents iy(?) and i.(#), with constant of proportionality R,are com-
pared. The comparator resets triggers when i (2)>i.(2).
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iR, 07 fs o
- +
Comp R
. R S B
bk | |Compen 3 Vs
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Fig. 5. Current programmed control scheme for buck DC/DC converter
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Feedback can be constructed to regulate the output voltage v(?). It is compared
with voltage v,.(t) and generates an error signal which is fed to the entrance of the
compensation scheme, the output of which receives control signals i.(2)R,.

The main advantage of this type of control is simplified dynamics of the scheme,
because of one pole less. Indeed the pole is moved to high frequencies near the
switching frequency of the converter.

One disadvantage of this control method is sensitivity of the currents iy(z) and i.(2)
to noise. Moreover, control scheme with programmed current is unstable when the
duty cycle is greater than 0.5(D> 0.5), regardless of its topology. Therefore, for stable
operation of the current programmed control scheme the duty cycle not exceed 0.5.
Stabilization can be achieved by artificially added signal with a specified slope [4].

5. SLIDING MODE CONTROL (SMC)

In sliding mode control the controller [5], [6], [7], employs a sliding surface or
line to decide its control input states u, which corresponds the turning on and off the
power converter’s switch, to the system:

S=ox, +x, (2)

where a is a positive quantity in some literature called a convergence factor and is
taken to be

3)

1
o=—-
R,C
Graphically the sliding line is a straight line on the state plane with gradient a that

determines the dynamic response of the system in sliding mode with a first order time
constant 7=1/c .

To ensure that a system follows its sliding surface, a control law must be im-
posed:
_JI="ON' whenS>0
u_%:'OFF' when S <0 (®)

The existing condition for sliding mode [2], [6] is:
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Fig. 7. A diagram of sliding mode control

Based on this we get the following expression for s:

. o _ B 1 1 V.,
S=ax, +x,=oax, +x, =ax, ——ulV.)-— X, — X, + 10
1 2 2 2 2 LC( 1) LC 1 RC 2 LC ( )

L

Depending on S and u the state space is divided into two regions:
region 1: S>0andu =1

: V
S = a1 X, —ﬁ(urfi)—ixl +—L <0 (11)
R C LC LC LC
region 2: S<O0andu=0
. 1 1 Vref
S, =la-———@x,———x, + >0 (12)
R,C LC LC

Sliding mode will only exist on the portion of the sliding line that covers both of
the region 1 (S, <0) and region 2 (S, > 0) [8].

From one side the speed of the system increases with increasing of a (sliding line
become steeper), but from other side the existing region of the sliding mode de-
creases that can cause an overshoot in the voltage response (@ >>1/R,C) [8].

The basic operation of the sliding control is shown in Figure 8 where the output
voltage, V), is the regulated output. The comparator switches the input to the buck
converter based on the polarity of the compensator output. Unlike in PWM regula-
tors, the switching frequency of the buck converter with sliding control is not fixed
by an external source and is a function of V.. The feedback is highly nonlinear due
to the comparator. However, this kind of system can be intuitively understood by its
phase portrait, as shown in Figure 9.

The buck converter contains two poles, so the feedback loop is a second-order
system. The phase portrait in Figure 9 describes the transient operation of the circuit
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by the time trajectories of the state variable, (V, dV/dt), with the time variable being
implicit. The comparator introduces a boundary line that divides the state space into
two regions. In the upper region, the input signal to the buck converter is low and the
state follows the light trajectory curves. In the lower region, the input signal to the
buck converter is high and the state follows the dark curves. When certain, so called
sliding condition on 1 is met, the trajectories from both regions point towards the
boundary line, and thus the state is constrained on the line. Therefore, the system op-
erates approximately as a first-order system with the time constant t. This ideal slid-
ing control law forces the switching frequency to be infinitely high. Use of compara-
tor with hysteresis like schmittrigger solves this problem. The comparator drives the
buck converter low when the compensator output is greater than +A, and high when it
is less than -A. The larger the hysteresis, the lower the switching frequency and the
larger the voltage ripple. Sliding control offers high power efficiency over a wide
range of loads. However, as in the case of PFM, switching frequency is not constant
making noise control difficult.
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Fig. 8. Sliding mode control scheme for DC/DC converter
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The buck converter contains two poles, so the feedback loop is a second-order
system. The phase portrait in Figure 9 describes the transient operation of the circuit
by the time trajectories of the state variable, (V, dV/dt), with the time variable being
implicit. The comparator introduces a boundary line that divides the state space into
two regions. In the upper region, the input signal to the buck converter is low and the
state follows the light trajectory curves. In the lower region, the input signal to the
buck converter is high and the state follows the dark curves. When certain, so called
sliding condition on 1 is met, the trajectories from both regions point towards the
boundary line, and thus the state is constrained on the line. Therefore, the system op-
erates approximately as a first-order system with the time constant t. This ideal slid-
ing control law forces the switching frequency to be infinitely high. Use of compara-
tor with hysteresis like schmittrigger solves this problem. The comparator drives the
buck converter low when the compensator output is greater than +A, and high when it
is less than -A. The larger the hysteresis, the lower the switching frequency and the
larger the voltage ripple. Sliding control offers high power efficiency over a wide
range of loads. However, as in the case of PFM, switching frequency is not constant
making noise control difficult.

6. CONCLUSION

The article describes some of the basic control methods for DC/DC converters. In
conclusion we can say that, in most cases nonlinear control methods give better re-
sults than linear, because of nonlinear nature of the converters. Sometimes nonlinear
control methods for DC/DC converters increase the complexity of practical imple-
mentation of the control scheme. However, in comparison of advantages and disad-
vantages of linear and nonlinear methods we conclude that although the nonlinear
control as an unfamiliar and rarely used control method it gives more perspective.
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1. INTRODUCTION

The global market competition is changing the manufacturing from mass produc-
tion to mass customization that requires the concept of agile manufacturing. The de-
velopment of agile manufacturing systems is supported by the rapid development of
ICT and allows the manufacturing of the right products and their distributions at the
right places in the right time and to the right people. To achieve an agile manufactur-
ing, reconfigurable control systems are needed and should be developed and used.
The Component Based Automation (CBA) seems a very promising technique in
achieving these goals.

There are different approaches supporting the development of component based
control systems. The most appropriate and most used are UML and JAV A based ap-
plications but until now they are more suitable for design of soft real time applica-
tions. Many hybrid approaches are known too. As the Component Based Software
Engineering (CBSE) has become a relevant approach for building software systems,
people already pay more attention on how to develop a component-based system in a
rapid, high-quality and cost-effective way. Of utmost importance towards these
trends is to enforce the standardization processes in automation domain. In this con-
nection the new standard for development of distributed process measurement and
control systems IEC 61499 may play a crucial role in achieving the goal of CBA. The
methodology suggested in the standard allows the development of modular, re-
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usable, open and vendor independent distributed control applications, characterized
through the three main features: interoperability, portability and configurability.

One of the main disadvantages of IEC 61499 is the absence of formal semantic
for describing control applications. This makes the validation and verification
processes of designed control systems difficult. One way to overcome this shortcom-
ing is to involve formal modeling and verification approaches in the development
processes. These approaches are hardly studied in the field of software engineering
and can be adapted in the control domain.

The main purpose of the presented work is to investigate the compatibility of Sig-
nal Interpreted Petri Nets (SIPN) as a formal modeling language and NuSMV as a
formal verification tool to model and verify IEC 61499 based basic function blocks.

The paper is organized as follows: In the next Section IEC 61499 specification
and Execution Control Chart (ECC) are shortly introduced. The third Section de-
scribes the proposed research framework, and is followed by a short overview of
SIPN and their transformation to IEC 61499 based function blocks. In the next Sec-
tion the SMV code generated from the Execution Control Chart (ECC) of the func-
tion block and NuSMYV tool are used in order to verify the designed control. All the
tasks are solved using the benchmarking example of an air compressor system [1].
Finally some conclusions with respects to the future work are made.

2.IEC 61499 AND STATE OF THE ART RESEARCH ACTIVITIES

2.1. Basics on IEC 61499

IEC 61499 standard defines the basic concept and methodology for design of re-
usable and component based control systems.

The component model proposed in this standard is based on the basic function
block concept (Fig.1). The basic function block is presented by an input and an out-
put interface composed of input and output events and data. The internal view of a
basic function block includes an Execution Control Chart (ECC), internal data and
internal algorithms. The ECC is a state machine used to control the execution of algo-
rithms associated to the function block. A function block is characterized by its type
name and instance name, which are used to identify a function block, the event and
data inputs and outputs are required for the interconnection of different function
blocks to function block systems, while the ECC, internal data and internal algorithm
describe the internal behaviour of the function block.
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Fig. 1. Structure of a basic function block and associating Execution Control Chart state machine

The kernel of the function block is its Execution Control Chart, which consists of
states, transitions and actions and invokes the algorithm execution in response to
event inputs (Fig.1). Algorithms are associated to the ECC states. One of the states is
the initial state, which has not execution control action. Every one of the other execu-
tion control states may have one or more execution control actions associated. Each
execution control action may include one algorithm or one output event associated.
The evolution of the ECC state machine from an execution control state to another is
realized by the execution control transitions, described by conditions, referring to an
input event arrival or to an input or an internal data value change.

2.2. State of the art

There are several research groups worldwide working in the direction of formal
modeling and verification of IEC61499 compliant applications. Different formal
modeling and verification techniques are used to model and check different aspects of
IEC61499 based functionality and networks. Hanisch and Vyatkin [4, 5] are using the
modular formalism of Net Condition/Event systems (NCES), which helps to obtain
models with modular structure very similar to that of the original source. The verifi-
cation task is solved via model checking based on VEDA (Verification Environment
for Distributed Application) and SESA (Signal/Event System Analyser) tools. They
check the reachability of dangerous states, search for never executable codes and va-
lidation of input/output specifications. The research of Wurmus is also based on an
extension of Petri nets namely C-Net. The aim of his verification is oriented to the
synchronization of the blocks and the absence of deadlocks. Lastra propose modeling
formalism using Time Net Condition/Event Systems (TNCES). Their approach trans-
lates the LD instruction set in TNCES and the verification of plant model is realized
by model checking combining iMATCH and SESA. Another approach suggested by
Faureis based on the synchronous data flow language SIGNAL where the formal
models are presented in terms of polynomial dynamical equation systems, and the ve-
rification provided via SynDEXx tool is done using the theory of algebraic geometry
representing all the concepts of the IEC 61499 Specifications as signals. Finally Ma-
rius Stanica investigates the application of timed automata for formal modeling the
dynamical behavior of a controller represented as an IEC61499 basic function block.
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Models for processing and clearing of input events, algorithm scheduling and ECC
invocation are presented. The formal verification is supported through the tool UP-
PAAL that allows model checking regarding execution time and coherence of out-
put/input actions.

3. RESEARCH FRAMEWORK

The main aim of the proposed research is to investigate the compatibility of SIPN
as a formal modeling approach for describing the functionality and architecture speci-
fied in IEC 61499 and to prove the integration suitability of NuSMV tool for Formal
Verification purposes in an IEC 61499 based application.

The tasks, which are solved, are shown in Fig.2. The first task is to use the SIPN
editor for describing the behaviour of a control application in the algorithm level re-
cording IEC 61499. The next task includes the transformation of SIPN model to IEC
61499 compliant XML. The third task is to build the SMV code from ECC of the IEC
61499 function block, which is specified with Function Block Development Kit
(FBDK). The last task is connected with the investigation of verification capability by
using NuSMV tool.

SIPN EDITOR
(a, d)
FBDK - ECC
(a, c)

a — Modelling

b — Transformation

¢ —Implementation

d — Verification based on SAT and BDD
e — Model Checking, Simulation

Fig. 2. Research framework

4. FORMAL MODELING OF IEC 61499 BASIC FUNCTION BLOCKS
USING SIPN

4.1. Short overview of SIPN

SIPNs are an extension of ordinary place/transition net with input and output ele-
ments. Graphically, they have two basic types of nodes, i.e. places and transitions,
connected through directed arcs. The places are associated with the output signals,
and the transitions are labelled by Boolean expressions of input signals, which serve
as firing conditions. An SIPN is described by a 10-tuple expression (1), [1].

SIPN:(P,T,F,m(),I,O,(P,(D,Q,V)
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» (P, T, F, m0) is an ordinary Petri net with places P, transitions T, arcs F, and
binary initial marking mO, with [P, ITl, [Fl > 0;
» [ 1s a set of input signals with IIl > 0;
» O is a set of output signals with I N [10 = (71, 10l > 0;
» @ 1S a mapping associating every transition tie T with a firing condition @(ti)
=Boolean function in I;

» (M 1S a mapping associating every place pie P with an output ®(pi). The output
1s assigned as an interval over the corresponding domain of the output signal
(2). This interval definition includes as special cases an unspecified output
(don’t care) and the specification of a single value.

» o(p1): O— ([vl,], vl,h],..., [vIOLl ,vIOLh])

» vi,l <[] vi,h and vi € domain (O1).

» € is an output function which combines the output ® of all marked places.

» VvV is a variable definition, which assigns a numeric data type according to

IEC61131 (e.g. BOOL, INT, REAL) to every signal se T U O.

The dynamic behaviour of an SIPN is given by the flow of tokens through the net
1.e. the change of its marking. This flow is enabled by the transitions firing. The firing
of a transition ti removes a token from each of its pre-places and puts a token on each
of its post-places.

In this early research stage a formal modelling technique based on SIPN is used in
order to investigate its compatibility for describing the behaviour of a control applica-
tion at the algorithm level according IEC 61499 standard specifications. As a control

application the benchmarking example of air compressor control system is selected
[15].

4.2. Air Compressor Control System

An air compressor is applied to supply the compressed air for the consumers. The
consumers can draw off the compressed air via a valve from the air chamber. Two
binary sensors psl and ps2 are used to monitor the pressure in the chamber. Via two
compressor motors Ma and Mb, air can be fed into the chamber. Another two binary
sensors Dist. Ma and Dist_ Mb are used to detect the disturbance of the motors. The
system is depicted in Fig.3.

4@ No Sensors Description Actuator Description
conpressor A 1 | PS1 Air pressure is under 6.1 bars Ma Motor A turns on
2 | P2 Air pressure is under 5.9 bars Mb Motor B turns on
compressed air fo 3 | Dist_Ma Motor A is disturbed
compressor B carsme 4 | Dist_Mb Motor B is disturbed

Fig. 3. Schema of an air compressor and input/output signals
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The developed logic controller should meet the following requirements:

1. If the pressure is less than 6.1 bars (ps1 switches on), one compressor should

run;

2. If one motor is disturbed (Dist_Ma or Dist_ Mb switches on), the other one

should substitute it;

3. [If the pressure is less than 5.9 bars (ps2 switches on), both motors should run;

4. 1If the pressure is greater than 6.1 bars no compressors should run.

The sensor and actuator signals are listed in Table 1. The formal model of a con-
troller, which satisfies the above-described requirements is developed using SIPN and
1s shown in Fig. 5. Further the model is presented in XML format, which differs from
the same used in FBDK tool. The transformation to IEC 61499 compliant XML mod-
el is done manually. This transformation should be automated later through appropri-
ate mapping rules. This way the FBDK tool from Holobloc Incorporation may be
used to implement the application on the lower level.

In our framework the SIPN example of air compressor is realized in algorithm
REQ by using Structured Text (ST).

The next section presents and discuses an approach for formal verification of the
modelled example.

5. FORMAL VERIFICATION OF IEC 61499 BASIC FUNCTION BLOCKS
USING NUSMV TOOL

The formal verification techniques, such as model checking, provide means to ve-
rify whether the designed system satisfies the formalized specification. For formal
verification of the basic function block presented in previous section, the symbolic
model checker NuSMV?2 is used. The main novelty in NuSMV?2 is the integration of
model checking techniques based on Binary Description Diagram (BDD) and propo-
sitional satisfiability (SAT). In our case the SMV description contains a module
called MAIN, which code is presented in Fig.4. It forms the root of the model hie-
rarchy and the starting point for building the finite state model in a given description.
The other modules REQ and INIT1 describing the behaviour in corresponding algo-
rithms of the IEC 61499 function block are linked to the module MAIN by “assign”
declaration.
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psl
SIPN &Dist_MI —
&~DistV 4 }L.%- 1 [FoDULE main

var

T -- Input Signals

s1 : boolean ;
NUSNV Esz : boolean ;
Dist_Ma : boolean ;
Dist_Mb : boolean ;
[iwrt F—{iraiw [iniro]
[reah—=ealeo] -- EVENT INPUT SIGNALS
Mb INIT : hoolean ;
psl START : boolean ;
&ps2
- -- OUTPUT SIGNALS
&~Dist Mb ‘ i ‘ Ma : boolean ;
T8 ALGORITHM INIT INST: Mb : boolean ;
psl
&Dist_Ma P -- EVENT OUTPUT SIGNALS
&~Dist_Mb PLACE: =P, INITO : boolean;
- EO : boolean ;
-~ STATE
|EC 61499 FB state : {STARTL,REQ,INIT1};
assTGN
init(stateg := STARTL;
- next(state) := case
EVENT —INIT INITO EVENT state = STARTL & START : REQ;
ECC state = STARTL & INIT : INITL;
EVENT —F{START EO [ EVENT esacs 1: state;
init(state) := REQ;
next(state) := case
state = REQ & 1 : STARTL;
AIRCOMPRESOR 1 : state;
esac;
BOOL—HPs1 hia fH—nRo0L inft(state) :m INITLE
t(stat = ’
BoOL—EPs2 Wb [——E—BOOL T = e « N, 61 1 TR
1 : state;
BOOL—Disp_Ma PLACE B INT esac;

BOOL

o

Dizp_hib

Fig. 4. Realization of the proposed approach for air compressor example
6. CONCLUSIONS

The main aim of this paper is to investigate the combined application of SIPN and
NuSMYV for formal modeling and verification of IEC61499 based function block spe-
cification. The integration of such approaches in the CBA development phases pro-
vides means to perform early analysis and verification of the applications, which ena-
ble early error detection and increasing of the control systems quality, dramatically
decreasing of the application development time and building cost effective systems.

The future work will include in more details definition of the Component-Based
Automation concept and further development of the corresponding development me-
thodologies and tools.
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Absract. This paper concerns outdoor PIR detection. Suggested solution aims to reduce the
false alarms caused by sun light. Complementary photo sensor is added to catch any harmful sun
radiation that makes false alarms.

Keywords: PIR, motion detector, security systems, alarm, outdoor PIR
1. INTRODUCTION

The modern trends in security system are outdoor protection. For this purpose are
used perimeter and volumetric detectors.

The perimeter detectors used barrier type. It is composed by couple transmitter
and receiver. It is many principles to realize - infrared, microwave, field (trough per-
forated cables), seismic cables and etc. The main advantage of this detector is great
range (up to 500m for IR and MW barriers). They have also relatively low False
Alarm Ratio (FAR).

The disadvantage of barrier detectors is possibility of finding pass over route. Af-
ter analysis of type and model, the intruder can eliminate security system by jump
over, step, rope, crawling etc.

Generally, the volumetric outdoor detectors are constructed as double dual pas-
sive infrared detectors (PIR). The detector has two sensor, as every sensor have own
optical system, “watched” alternated and not overlaid sectors of protected area. The
signals of both sensors are compared by software trough a microcontroller. When the
human bogy (relatively big object with infrared emission) moves in the protected
volume, the radiation is captured by both pyroelements and generates voltage in to
both channels. When the animals (cat, dog, bird etc.) move in the protected area, be-
cause of their little size voltage is generated in one of the sensors. By analogy at rain,
snow, wind and another meteorological conditions is received the signals, differently
of these of real intrusion situation.

The main source of false alarms at PIS is sunlight, because in the rays is consist
high quantity infrared energy with wavelength 8-14um. This energy penetrated
trough optical system filters. At most situations - at broken clouds the sun is alternate
hidden/shown, at movement of the shades during a day, at movement by tree branch,
curtains etc. is received the signals like these of an intrusion.
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The security producers is tried to solve the problem by adding microwave element
combined with PIR’s track by logical AND. Practically, this reduced FAR, but prob-
lem is not solved, because air movements, wind and movement of tree branches
makes Doppler shift (effect).

2. FORMULATION OF RESEARCH TASK - INVESTIGATION
OF OUTDOOR PIR DETECTORS

At balcony with south position, at 12 floor of building with flats is realized ex-
perimental situation. At both corners of balcony is mounted two types outdoor PIR
detectors D&D (by Crow -lsrael) and Digigard 85 (by Paradox - Canada). At near
every couple detectors is situated PIR (Paradox Light) witch pyrosensor is replaced
with photo-transistor. This unit senses change of daylight.

All detectors are connected with control panel (Digiplex NE 96) with event mem-
ory, time and date stamped. During one mount (from 15 Mart to 15 April) system is
armed and all events is stored in to memory. The table with events is shown in Table
1.

Table 1. Events time and date referenced

DATE EASTERN WESTERN POSSIBILITY
CORNER CORNER CAUSE
DG85 D&D LIGHT| DG8 D&D LIGHT

19.03 6:55 | 6:55  6:55 6:55 [SUNRISE
19.03 701 701 7:01 [SUNRISE
23.03 16:55 16:56 16:56 16:56 SUNSHINE
23.03 17:11 1711 SUNSET

23.03 17:34 17:34 17:34 17:34 SUNSET

24.03 7:10 7:10  7:10 SUNRISE
28.03 14:47 WIND

28.03 15:15  15:15 15:15 SUN+CLOUDS
2.04 11:08 11:08 11:08 SUN+CLOUDS
2.04 12:05 12:05 12:05 12:05 [SUN+CLOUDS
11.04 3:41 3:41 3:44 STORM

11.04 19:10 19:10 19:10 SUNSET

14.04 7210 7:10 7:10 |[SUNRISE

The results means, so mostly of false alarms are generated by direct sun radiation.
A part of alarms are caused by early morning and evening when sun rays going di-
rectly in to optical system of detector. Another part of false alarms are triggered by
change of sun shining as result to broken clouds.

Most of false alarms are coincided with triggering of photo-detector Paradox
Light.
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3. REALIZATION OF SUN RAYS RESISTANT PIR

The idea is to add one photo sensor into PIR’s housing. If there is a signal alterna-
tion from the this sensor, it is doubt, so pyro’s signal is from real motion.

One solution is photo-sensor triggers MOS switch and increase operation ampli-
fier’s feedback in the analog PIR’s. For example, it is possible to make a shunt of
R14 (fig. 1).
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vcc 12k
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1 2
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100k 100k
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Fig. 1. The analogue PIR detector scheme.

4. CONCLUSION

Microcontoller based solution is more advantageous. The signals from both py-
roelements and signals from photo-sensor input in to a microcontroller. If there is a
photo-sensor signal, it is possible to initiate a special algorithm for false alarm analy-
sis.

However, this approach is useful to make PIR detector stable against RFI interfer-
ence. A small antenna with detector may be useful symptom of these phenomena

The suggested method is very good known in the automatics theory. With the
purpose of system steadily, it is introduce disturbance signal with opposite sign or as
negative feedback.
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METOJAUKA 3A OITPEAEJIAHE BJIUAHUETO
HA Bb3HUKHAJIN KbCU CBEAUHEHUSA B CT'PA/IHHU
EJEKTPUYECKHU HHCTAJIALIUU ITPU ITIOPAKIAHE
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Pe3tome: B ooknaoa e npedcmasen npobiem c8bp3an ¢ MOYHOMO ONpedensiHe Ha 6b3MON’CHUME
NPUYUHU Bb3HUKHAIUME KbCU CbeOUHeHUs 8 elleKmpudeckume UHCMAanayuu Ha cepaou da 6voam
NPUYUHA 3G 8b3HUKBAHE HA NOXCAD.

Uszevputen e amanusz Ha OCHOGHUME UBUCKBAHUS 34 Oe30nacHa paboma u ekcnioamayus Ha
CePaoHU UHCMANAYUU.

Hszeomeena u npeocmagena e memoouxa 3a onpeoeisine NPULUHUMeE 3a 8b3HUKBAHE HA NoXcap,
UBXO0XHCOAUKU OM napamempume, HAYUHA HA 3aUWUmMa U KOHQUSYPAYUama Ha el1eKmpuiecKkama uH-
cmanayus 8 nomeweHuemo o2Huwe Ha noxicapa.

Hanpasen e uucnen ananus ma enekmpuyecka uHcmaniayus, 4pe3 U3noi3eane Ha npocpamuusl
naxem 3a unocenepro npoexmupane ECODIAL.

IIpeocmasenu ca u3600u OMHOCHO NpeOUMCMEama U HedoCMamvyume Ha CbCMABEHAMA me-
MOOUKA U HEUIHAMA NPULOHCUMOCT NPU U320MBHE HA CbOeOHO-eIeKMPOmMeXHUYecKU eKCnepmusu.

KarouoBn AYMHU: CJIICKTPHUYICCKAa MHCTaJIallMsd, TOK Ha KbCO CbCIUHEHNUE, aBTOMATUYCH MIPEKHC-
Bad, BpCMC Ha 3aICUCTBAHC, BpCMC 3a U3KIIIOYBAHC.

1. BBBEJIEHUE

HNHTepec v npeAN3BUKATEIICTBO B MHKEHEPHATA MTPAKTUKA MPEICTABISIBA TOUHOTO
onpeseNsHe Ha MPUYNHUTE 32 Bh3HUKBAHE HA MOKAp B KOMYHAIHO — OUTOBU TIOMeE-
mieHus. Te3n mpuYuHA MOTaT Ja ObJaT pa3/ielieHd Ha JBE OTJCIHHU KaTerOpuu — Io-
YKAPOTEXHUYECKA U €JEKTPOTEXHUYECKA.

KbM mbpBaTa KaTeropus ce NpUYKCISIBAT IPUYUMHUTE 332 Bb3HUKBAHE HA MOXap B
CJIEICTBME HA YMUIIUICH MaJIeK WIM HEMPABUIHO OOpaBEHE U ChbXPAaHEHHE HA FOPUB-
HU MaTepualiy, KakTo U 3a0paBeH BKIIIOYEHU EJIEKTPOYPEIH.

IIpu BTOpaTa Kareropusi NPUUYMHUTE 32 Bb3HUKBAHE HA MHIUJCHT C€ IIbJKAT Ha
HEU3IPABHOCT, HAM YECTO B CIEJACTBUE HA MPETOBAPBAHE, KbCO CHEIUHEHUE B €JIEKT-
pOTEXHUYECKAaTa MHCTANAIMs Ha IOMEIIEHUETO WIIK 00EKTa.

TouHOTO OompexaensiHe HA BIMSHUETO HA BCSKA €/IHA OT KATErOPUUTE B MHOT'O OT
CIIy4auTe € U3KIIOUUTEIHO TPYJHO MOPaAu JUIcaTa Ha MPEKU JOKA3aTEeJICTBA U yiIu-
KM OT €/IHa CTpaHa, a OT Jpyra JuIlcaTa Ha €AMHHA METOAMKA 3a YCTAHOBSIBAHE IPU-
YUHUTE U MPEAIIOCTABKUTE 3a Bb3HUKBAHE HA MHLIUJICHTA.
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B noxnana e nmpeacraBeHa METOAUKA 3a ONPEICIISIHE HAa IPUYUHUTE 33 Bb3HUKBA-
HE Ha MoXKap, U3X0XKAANKK OT MapaMeTpuTe, HAUMHA Ha 3alluTa U KOH(QUTypauuara
Ha €JIEKTPUYECKATa MHCTAJIALMS B IOMEIEHUETO OTHUIIE Ha N0XKapa.

2. TEOPETUYHMU 3ABUCUMOCTHU

Kakto e nokaszano B [4], kabenHara Mpe)ka M HeHHaTa 3allliTa Ha BCAKO HUBO
TpsiOBa /1a €THOBPEMEHHO /A YJOBJIETBOPSABAT €IHOBPEMEHHO IO HSKOJIKO YCJIOBHUS
3a J]a ce ocurypu 6e3omnacHa u Hajiex1Ha paboTa Ha ypezaodara.

ETo 3amo eqHOBpEeMEHHO ¢ KPUTEPUUTE 3a U300p HA MPOBOJHULIUTE MPHU MPOCK-
TUPAaHE M EKCIUIoAaTallisg Ha €JEKTPUUECKUTE MHCTaJallMu € HeoOXOoAMMO na Obaat
cbOJII0aBaHy U HAKOW MPUHLIMIIK 32 3alUTa OT MPETOBAPBAHE U KbCU ChEIUHEHHUS.

[Ipu u30MpaHy IPOBOJHULM M KaOeJId KOUTO HE ca 3allUTEeHU ¢ Obp30AeiicTBa-
M IPEANa3suTeNd, MOXKE J1a MPOTeYe NPOIBIKUTETHO BpEME TOK (HSIKOJIKO MUJIMCE-
KyH/H) T.K.C. , MHOTOKPATHO IPEBUILABAIL JOITYCTUMUAT TOK IO HArpsIBAHE .

TorummHaTa KOs ce pa3cerBa OT TpalHUs TOK Ha KbCO ChEINHEHUE, €

[ 2
2 Td) = Amax o Astart. (1)
S
KBACTO:

I, - € TpPaliHUAT TOK Ha K.C.; s — CEYEHUETO HA NPOBOJHHUKA ,a 7,- (PUKTUBHO Bpe-

o0
METpaeHe Ha TOKa Ha KbCO ChEIMHEHUE
A . u A, caBEeIUYNHN KOUTO ca (PYHKIMS Ha TEMIEpaTypara , CHeU(PpUIHOTO

CBHIPOTUBJICHUE HA IPOBOJHUKA U CIIEUU(PUYHUAT My TOIUIMHEH KalaluTeT.

@DUKTUBHOTO BpEME HA NEPUOJINYHATA KOMIIOHEHTA CE€ ONPEEIs Ype3 OTHOIICHHU-
€TO Ha CBPBXIIPEXOHUS TOK Ha KbCO ChEAMHEHUE, KbM TPAHHUS TOK Ha KbCO ChEAU-
HEHMUE T.C.:

Start

p=— )

Hanexxnnata u 6e30TkazHa paboTa Ha eJeKTpUYecKaTa MHCTaldalus U TOYHOTO
3a/ielicTBaHe Ha 3al[UTHATa arnapaTypa € MpsKo CBbp3aHa ¢ e(heKTUBHOCTTA Ha 3aHY-
nsBa”HeTo [1]. OCHOBHM KpUTEPUM 3a ONPENEIIHETO, HA KOWTO € OCHIypsIBaHE Ha
HHUCKO CBhIPOTHBIIEHHE Ha KOHTypa (a3a-Hyina. . Heobxonumo e 1a 6bJe U3IbIHEHO

YCJIOBHUCTO!

Z, U
Zy=Z, +—FL<— 3
s=Zut TSy ©

NmrienanchT Z, Ha KOHTypa € HE00X0oauMo jaa ObJe JOCTaThYHO MAlIbK , 3a Ja

MOKC IIPOTHYAIIUAT TOK Ha eI[HO(baSHO KbCO CbCIUMHCHUC a 3aﬂeﬁCTBa MaKCHUMaJIHO
— TOKOBATa 3a1uTa 3a IIPUCTUTC A0ITYCTUMH BPCMCHA.
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3. METOAUKA 3A PABOTA IIPU AHAJIN3 HA EJIEKTPUYECKA
HNHCTAJALIUA

3.1. 13BBp1IBa CE OIJIE] U C€ YCTAHOBSIBA MACTOTO HA KbCOTO CHEIUHEHUE.

3.2. Onpenens ce KOHPUTypalusATa Ha €. MHCTaJalUATa, HAYMHA Ha HEHHOTO
3axXpaHBaHE WU THUIIA NPEINa3uTeN 3allUTaBall TOKOBUAT M3J1a3, B UMATO YacT CE Ha-
MHUPa KbCOTO ChEIUHEHUE.

3.3. Omnpenens ce MBIHOTO CBIPOTUBICHHUE Z ¢ HAa KOHTYypa (pa3a-HyJa O MACTO-

TO Ha KbCOTO CbCIUMHCHUC .

Zo=27, +—L 4)

[IbnHOTO CBhOpoTHBICHHWE Ha (a30oBUS U HyJEB MPOBOJHUK Ie OBJe

2 2
Z,, =4/R,+X,” ,aIIbIHO CBIPOTUBICHUE HA 3aXpaHBAIUAT TpaHc(hopMaTop Ha
2
U 20 USC
S, 100
Tyk U,, n Ug. — ca peci. nuHerHOTO Hanpexenue Ha 11X Ha Bropuuynara Ha-

CTpaHa HUCKO HAIIPEXEHUE e € Z, =

MOTKa Ha TpaHc(hopMaTopa BbB BOJITOBE U HETOBOTO HAIPEKEHUE HA KbCO CheIUHE-
Hue B %
3.4. [IpecMmsTa ce TOKa Ha KbCO ChEIMHEHUE

lyoc =——, kA (5)

3.5. M3uncnsiBa ce HEOOXOAUMOTO JTONMYCTHMO BpEME 3a M3KIIIOUYBAHE Ha 3allu-
TaTa Ipeanaspaila kadena s,

| I,

B °
Ics

(6)

ly

3a CbOTBETHHUS THII Kabell B 3aBUCMOCT OT CEYEHUETO U BHJIa HAa N30JIalusTa e
HaMHpa [2] TOMyCTUMHUST TOK IIPE3 KUJIATa 3a BPEMETPACHE Ha KbCOTO ChEIMHEHUE
Is—-1,

3.6. Ompeniens ce roaeMuHaTa Ha aBTOMaTUYHMS MPEKbCBad (IPEANasuTen), 3a-
IIIATABaIl [IOBPEACHUAT y4acThK U CE HAMUPA BPEMETO My Ha 3aJIeHCTBAHE 7,

3.7. CpaBHsBaT ce IBETE BpEMEHA ¢, U £,

aKo t, ) t,, — Bb3IUIAMEHSBAHETO HA U30JIALMUATA € HEU30EKHO

aKo t, ( t,, — €. ’HCTaJlalyATa He € IPUYMHA 34 110Kapa .
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4. YUCJIEH AHAJIN3

Cmwnka 1 — usxooHno ycnosue: llpuemamMe , 4e TOYKaTa Ha KbCO ChEIMHEHUE € B
Kpas Ha KJIOHa Ha U3BOJI OCBETJICHHE.

Cmwnku om 2-+4 Ha npejioxKeHaTa METOJIMKA CE€ pealn3upar ¢ MOMOIITa Ha Ma-
kera Ecodial.

Upes mporpamuus npoaykt Ecodial ce chcTaBs eqHonmHelHa cxeMa Ha eJIeKTPU-
yeckara uHcTanamus (Gur. 1), KoAaro e mpeaIMeT Ha aHAIH3a.

3a/aBar ce CTOWHOCTUTE Ha 3aXpaHBAIIMIT U3TOYHUK, THIA HA KaOenuTe ¢ BUAA U
napamMeTpUTe Ha 3alUIIBAIIMTE TH aBTOMATUYHU MPEKbCBAYH /TIPEAMA3UTENH/, KAKTO
Y MOIIHOCTHUTE MPUCHETUHEHN KbM BCEKHU €MH MU3BOJ] OT Pa3NpEACIIUTSITHOTO Ta0IO.

Upes (yHKIUATA MBJIHO aBTOMATUYHO M3YHUCISIBAHE C€ MPECMATAT U BU3yaIU3U-
paT napaMeTpuTe Ha BbBEJ€HATa KaTO KOH(MUTypalus eeKTpUIeCKa HHCTAIALIUS.

100kVA 400V 50Hz
T1 Ikmax=3.6 kA
Ih=1375A

FN(1)-10.0m-dU=0.35%
Ph=1x35.0-Meg,
N=1x35.0-Meg,
PE=1x25.0-Mepg,

NS160N-160.0 A

Q1 X TM-D
Ir:0.90xIn
B2 Im(lsd): 1250 A Ikmax=3.46 kA
i C60L-4.0 A zL C60N-2.0 A
Q3 c Q4 c
r4.0A Irn2.0A
Im(lsd):34 A Im(lsd): 17 A
L. L.
EJ(1)-20.0m-dU=0.22% EJ(1)-30.0m-dU=(
Ph=1x2.5-Meg, Ph=1x1.5-Meg,
c3 ~ N=1x2.5-Meg C4 ~ N=1x1.5-Mea
PE=1x2.5-Meg, PE=1x1.5-Meg,
lkmin=0.5808 kA Ikmin=0.2488 kA
L3 id:0.5771kA L4 id:0.2481KA
dU total=0.58 % @ dU total=0.69 %
®uwur. 1

OcHOBHHTE pe3yNTaTu OT YUCIEHOTO MOJEIMPAHe ca I0Ka3aHu B mabauya (1.).
Cmwnka 5. Otunta ce ot Tabn. (1) 1.4 =0.631 k4

Cmwnka 6. llpecmsra ce ¢, = 0,27s

Cmwvnka 7. Onpenens ce £, < 0.2 s
Cmwvnka 8. t, < t, , CIENOBATEIHO IMPEKBCBAYBT L€ M3KIIOYM HAJEKIHO Bb3-

HUKHAJIOTO KbCO ChbCANMHCHUC.
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EJ'ICKTpPI‘-I@CKaTa HHCTAJIallUsl B KOHKPCTHUSAT cnyqaf/’l HC € IIPpUYMHA 34 IMopaxaa-

HC Ha I10Kap.

Tabmua 1
Tp-1 Konraktn | OcBeryieHHe
T1-C1-Q1 Q3-C3-L3 Q4-C4-1L4
3axpaHBa TabJI0 Tabno HH
Ib (A) 3.61 1.73
HaumenoBanue NSI100N C60L C60N
W3kirouBaresHa Bb3MOKHOCT 38.0 25.0 10.0
Howm. Tok Ha 3anuTHus 6J10K 60.0 4.0 2.0
3amuTa / KpUBa Ha U3KIIOYBaHe/ M-D C C
N3omanust Ha MpOBOJTHUKA PVC PVC PVC
JledexTHOTOKOBA 3a1TUTa He He He
Marepuan
Jbmxuna (m) 10.0 20.0 30.0
Hauun Ha nmoyarane FN(1) EJ(1) EJ(1)
bpoit npoBoHuIM Ha dasza 1 1 1
Ceuenne Ha (ha30B MPOBOAHMK (mMmq) 35.0 2.5 1.5
bpoii HyneBr npoBOIHUIU 1 1 1
CeueHue HyJIeB MPOBOJHUK (mmq) 35.0 2.5 1.5
bpoii npoBoauunu PE 1 1 1
Ceuenne Ha PE npoBoannk (mmq) 25.0 2.5 1.5
Ikc B Hauanoto Ha Bepurara (kA) 3.5934 3.4641 3.4641
Ikc B kpas Ha Bepurara (kA) 3.464 1.349 0.631
I moBpena daza —3ems (kA) 2.9337 0.5771 0.2481
[Tag dU na Bepurara (%) 0.35 0.22 0.33
Hatpyman nang dU (%) 0.35 0.58 0.69

5. 3AKVIFOYEHHUE

[IpeaAMCTBOTO Ha M3rOTBEHATa METOJIMKA € HeilHaTa JIECHOTA Ha U3M0JI3BaHE Ka-
TO CBHIIEBPEMEHHO C TOBa CE€ MOCTUTA OBP3 U JIECEH aHAIN3 Ha (HaKTOpUTE MPUYH-

HUTCJIN 34 Bb3BHUKBAHC HaA I107Kap.

OT U3BBPIICHUAT YHCICH aHAJIU3 C€ BMKJIA, Y€ METOJMKATA € JIECHO ChBMECTUMA
3a paboTa cbe crenuanu3upad codpryep 3a HHKeHepHO poekTupane. [1o To3u HauuH
MHOTOKpATHO C€ ChKpalaBa BpeMeTo 3a o0paboTKa M aHajdu3 Ha Pe3yJITaTUTE U Ce

MOBHUIIIaBa TOYHOCTTA Ha padoTa.

[IpennokeHata MeTOAMKA YCIENTHO OM MOTJIA Jia MOJAMOMOTHE €JIeKTpO-eKCIep-
TUTE MPU U3TOTBSHE HA CHJCOHO-CICKTPOTEXHUUECKU EKCIIEPTU3H.
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PEBU3UA HA OCHOBEH ®U3NYEH 3AKOH?
HE, OIIUTU 3A TBPCEHE U JIOKA3BAHE HA UICTHHATA

I'eopru Pamkos I'eoprues

'Karenpa ,,TeopeTHuHa i H3MepBaTe/IHA eIeKTPOTEXHHUKA”,
Pycencku ynusepcurer ,,Anren KpHues”,
Bwirapus, 7017 Pyce, yi. ,,Ctynentcka” Ne 8,: (00359 82) 888 412,
e-mail: grashkov(@ru.acad.bg,

Peztome: C napacmeanemo na enep2utinomo nompeoienue u ouepmasauja ce nepcneKmuea 3d
eHepauen Hedocmue u 0cobeHo npe3 nocieonume 4-5 200uHu 1a8UHOOOPA3HO HAPACMEA NOMOKBIM
ungopmayus 3a 8Ce8b3IMONCHU KOHYEnyul, uzoopemenus, paspabomku, nameHmu u np., npeoid-
eawu pewienus Ha eHepautinume npoonemu. Hakou om msax 36yuam He6epoOAMHO KAmo KOHYenyus,
opyau npomueopeuam Ha OCHOBHU QUIUYHU 3AKOHU, MPemu CbUjecCmay8am camo 6 2nasume Ha de-
mopume cu. Jlocuuno e oa ce 3adade gvnpocvm. Kvoe 6ce nak e kankama ucmuHa 6 mosu nomokx?
Kaxk 0a 6voe omxkpuma? U (navi-easxcnomo) 6escnopro ookazana au e ma? B maszu paboma, Koamo
e No-CKOpo NONYIApUUpawa, ce npagu Onum 0a ce CbnoCMAasAm pe3yimamu Om peainu U3numa-
HUs ¢ npeosapumenty KOHYenyuu u noYmu Hegepoamuu mebpoenus, ¢ eOUHCMBEHA Yeil — MbpCeHe
u Ookaseane Ha ucmunama. llpu moea camo 6 eono (om HeMAaIKOmMo) Hanpaenexus Ha ‘‘enep-
eutinume @vaulebcmea’” — cunxponnu 2enepamopu ¢ eucox KII/{ (we eu napuuame CI'BKII/]).

KarwouoBu aymu: Enextpoeneprusi; CunxponeH reneparop; KoeuuueHT Ha moyie3Ho IeHCT-
BUe; EKCIIepMMEHTaIHN 10Ka3aTeICTBa.

1. BbBEJAEHHE

BbB BpemeHaTa Ha 3aJbXBallla c€ OT €HepruiiHa HEJOCTaThbUYHOCT CBAT, OopOaTa
3a BCSIKA Kallka €Heprus CTaBa BCe MO-0KecToueHa. Hapen ¢ OCHOBHOTO M Harpasiie-
HUE — THPCEHETO Ha AITEPHATUBHU U3TOYHUIM HA €HEeprus (Haii-Bede eJICKTPUYHU), €
HAJIMIIE U APYro — Pa3BUTHE U YCHBBPILICHCTBAHE HA ChILECTBYBAIIUTE TakuBa. 11noxa
Ha BTOPOTO € Ch3J]aBAaHETO HAa CHHXPOHHHU T€HEPATOPU C BUCOK K.I.J. (CHKpaTEHO
CI'BKIIJ), o6exT Ha Ta3u padora.

B ocHoBara Ha uzaesra 3a TAX € T.H. OT aBTOpUTE U TexHonoruss EWM — eneprus
ype3 ABMKeHHUE. 3a ch3naren Ha EWM-texHonorusta ce mpuemMa YHrapcKust npode-
cop no enekrporexHuka Leslie Szabo. U3cnensanusita u pa3BUTHETO HA Ta3H yHH-
KajiHa TexHoJiorus 3anousaT npe3 1980r. EqnoBpeMeHHO B 4eTHpU J1a0OpaTOpUH: -
JlonnoH, ToponTo, XrocTeH U bynanema. EHeprus upe3 nBukeHue, TBbpASIT aBTOPU-
T€, € Bb30OHOBSIEM, YHCT U €BTHH €HEPTUEH PeCcypc, KOUTO M3IMOI3BA EIEKTPOMAarHu-
TEH MOTOK KaTo U3TOYHUK Ha "ropuBo". Ha To3u eram, mopajau JMrca Ha IMbJIHA U 5IC-
Ha uH(opMalus, ¢ 10CTaThyHA CTENEH Ha JJOCTOBEPHOCT, MOXKE JIa C€ MPEATOJIONKH,
ye ToBa OUM MOIJIO /1a C€ MOCTUTHE C U3IMOJI3BAHETO HAa MHOT'O CUJIHU MarHutu (Aa ru
HapedeM CBpPbXMAarHuTH), Ha 0a3aTta Ha CeIHAIHA (PEPOMAarHUTHU CMeCH (HampuMep
HEOAMMOBHU). 3a MOMEHTa UH(OPMAIIMK COYaT, Y€ B Ta3u MOCOKA c€ pabOTHU peallHO B
Kananma, CAI [5], Kuraii, Pycusa, WMcnanusa, Yuarapus, ['epmanus [3], ABcTpanud
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[2]. ToBa moka3Ba CEpMO3HOCTTA HA TeMaTUKaTa U Ou OuiI0 JO0OBp edeKT, ako ¢ TO3U
MaTepual ce MOCTaBM HAYaJIOTO HA JAUCKYCHS, 3aIll0 HE W TO-CHJIHU (peayHu) IeHCT-
BUS B Ta3W Mocoka. Bece mak B bearapus TemaTa e Hermo3Hara u ToBa Ou TpsiOBajo 1a
OTIpe/IeNisl IO-CUJICH UHTEPEC KbM Hesl.

2. UT3JIOKEHHUE

BebiHOCT Ka3aHOTO BCe OLIE €/1Ba JIM € TOJIKOBA BIieuatisiBamio. He ye Bceku
IPOLIEHT, IOPH JECETA OT HETO, IT0-BUCOK K.II.JI. HA CHHXPOHEH I'eHEPaTop (KbM TO3H
THUII €J1.MallMHa C€ HAcCO4YBAa BHUMAHUETO TYK) HE € HEIl0 MHTEPECHO U BaxkHO. Ho B
CpPaBHEHUE C OCHOBHUTE TE€3HM TBBPJECHUS W eKcrepuMeHTanHu pesyiaratu (!!!!) Ha
ABTOPUTE Ha Ta3W HOBA TEXHOJIOTHUS, TOBAa € MO-CKOpPO JApeOHa 3abaBa. 3alioTO Tam
CTaBa BBIIPOC 3a MOCTUTHAT K.IL.JA. HA re”eparopa ot 1,2 mo 1,7!!!! [a, scHo e, 4e
HacTosIara paboTa ce MpeAcTaBsi B HAYYHU CPEld, B KOUTO Pa3pe3bT il ¢ OCHOBHMUS
3aKOH Ha (pU3MKaTa - 3a ChbXpaHEHHUE HA €HepruAra, s npasBu abcypana. U gopu (3a-
BHCH OT OIIOHEHTHUTE) MOKeE J1a NpeAn3BruKa HacMelka. Ho, 6e3 1a ce ociopBa mnoco-
YEHUST 3aKOH, He OMBa Ja ce mpeHeOpersa, 4e OT JApyra CTpaHa CTOSIT BCE IMOBEYE
uH(pOopMaIK, pe3yJITaTh OT pealHu U3cieBanus, cepTudukaru (1moj KOUTO ca Moj-
MUCUTE Ha MPO(ecopu OT CEPUO3HU OPTaHU3AIMHU) B MTOAKPENa HA €PETUUHO BUCOKHUS
k.1.1. Y nunemara e nanu na ce MaxHe (C €JIeMEHT Ha JIorMaTh3bM) C pbKa U Ja ce
UTHOpHUPAT Te3u (PakTh, KOeTo e no-jiecHo. Mnm ga ce mocnensa ¢puinocodcekata MbI-
POCT BCHUKO Ja ce mojjiara Ha chbMHeHue (0e3 ToBa Ja 3By4M PEBU3HPAIIO0 OCHOBHU
3aKOHM) U JIa CE HAIPaBH OIUT, CIIOPE]] CUINTE U (PUHAHCOBUTE BH3MOKHOCTH (KOUTO
Ha TO3M €Tall HE ca T'OJIEMH), J1a C€ MPOBEPAT NOHE HIKOM OCHOBHHU IMO3MIIMM OT Ha-
nnyHaTta uHGopmanus. B Ta3zu paboTta oueBHAHO € n30paHa BTOpaTa ajaTepHATHBA.

Ha ceramnus HauasjeH eran Ha HAaBJIM3aHE U 3all03HABaHE C TEMATUKATA, €/1Ba JIU
CEpPUO3HUTE TEOPETUYHU U3CIeIBaHUs TPsAOBA J1a CTOAT Ha MbpBO MscTo. Ollle nose-
ye CI'BKII/I Beue ca cb3aajieHu, KOETO O3Ha4YaBa M MPOCKTUPAHU, U u3cienBanu. [1o
JIpyr HaUMH OMXa M3TeXJalu HelllaTa, ako TelrbpBa Te TPsAOBa Aa ce pa3padoTBar u
u3CIe/Bar.

CrplBaiiku Ha HAIMYHOTO KOJUYECTBO MpeABapHUTesiHa MHpopmaius (3a 4acTu
OT Hed IIe CTaHe ayMa B paborara, JApyra 4acT MOKe Jia ce MPEeJCTaBU KaTo BUJIEO-
uH(popmalus), UMalKi OPUEHTUPHU OT HSKOU LIEHTPOBE B paboTaTa Mo BBIIPOCA, CE
nocTaBs 3aj1a4ya aa ce nooue u uscneasa peanen CI'BKIIJ[ ¢ moutHOCT M MOHE OT T10-
psaabka Ha 5 — 10 kunoBata. [IpsikaTa U HEeMmoCpeICTBEHA 11eTT € Jja ObJie U3MUTaH ChB-
CeM IIEJIEHACOYEHO, 3a Ja C€ YCTAaHOBU JOCTAThYHO KATETOPUYHO IOJIEMUHATA HA HeE-
roBUSA K.II.J.

3a ma He 3ByuYHd IpeBapUTeNHaTa 0OOCHOBKA TOJOCIOBHO, @ U CMUCHJIBT Ha pa-
OoTara J1a He U3TJIeXka TOJIKOBa abCypaHo, € 1o0pe a ce 00bpHEe BHUMAHUE HA CHB-
ceM odunuanuus ceptudukar ot ¢ur. 1., cbcTaBeH B YHrapusi U NOAMNKUCAH OT 5 TH-
TyJIyBaHU YY€HHU, B KOMTO CTaBa BBIPOC 32 JI0KAa3aH K.I.J. HA CHHXPOHEH I€HEPATOp
oT nopsiabka Ha 1,15 [4].
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This is Exhibit ,A” attached to the Statutory Declaration, dated August 16", 2006.
EXHIBIT ,,A”

We, the undersigned examined, operated and tested Electro Erg Lid’'s (,EEL") so
called BB-Lego, the C4/4 and the E-720 Excess Shaft Power Producing Equipment
(the “EBM” Units) in the Testing Station of EEL at Budapest, Hungary, and found the
following for the largest E-720 Midget Power Plant:

A 1. Total Inputted Power: Average of several tests: (Hundred five) 105 kW

2. Total Output Power: Average of several tests: (Hundred twenty) 120 kW

3. Excess Output Power [(2) minus (1)]: Fifteen (15) kw
B: From earlier Due Diligent Tests, enumerated in Exhibit “B” in D below. The
same Excess Output Power, in descending order for the smaller units are:
1. C 4/4 Unit (The Smaller Unit): 1,200 Watt
2 BB-LEGO Unit (The Smallest Unit): 80 Watt
C: Based on the above findings, the EBM Units in scaled up version can produce
increasing quantities of excess power (“sellable power”), as Power Plants, after
installations.
D: For a more detailed and exhaustive verification of the underlying tests, we
attached hereto log books and Due Diligent tests on which the above A, B, C
are based, assembled into a binder, marked Exhibit “B".

Signed, sealed and delivered at Budaérs, Hungary, on August 16, 2006

Lwﬁf{ 0&%«/

Prof. Dr. Laszlé Szentirmai Prof. Dr. Erné P?tz
— s
[k-u&_ ol wa T S— J o-!b.u /#d\_.

Prof. Dr. Ferenc Madai Prof. Dr. Béla Tolvaj

[ — X
Dr. Tibor Kiss Ph. D.

Kakrto u na ce uutupar (3a no-rojisiMa yoOeAUTEITHOCT) YACTUYHO OMUCAHUS U €K-
CIIEpUMEHTH HAa UCIIAHCKU aBTOPH MO TeMara [S5], a UMEHHO:

Kamo ce usknwuu ¢omosonmauunama enepeus KpauHomo 36€HO 6 NPOU3-
600CMEOMO HA eNEeKMPUYECKA EeHEPUs ce A6A6A 2eHEPAMOPLH HA NPOMEH/IUE
mok. Hezagucumo om npunoxcenama cucmema 3a npeoodpasyseane Ha eHepzuamad,
00womo i K.n.0. ooaue e Haosuwaesa 50%.

Ilpeomem na nacmosawiomo u3ciedeane npeocmaensnséa ejleKmpuien 2eHepa-
mop 3a npomenaue mok! To moosce 0a cvoyou comnenusn, ue HAKOU Pu3UYHU 3a-
KOHU, cmamanu ooceza 3a hynoamenmainu, moxce ou ne ca?! Moosce oa nopoou
HacMewKa, Uiu CKenmuyu3vm Kom cb3oamenume na mo3u 2enepamop! U eéce nakx.
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/Jla onuwem Kpamko zeHepamopa - npeomMen Ha moeda u3ciedeane u HAKOU om
Hezosume xapakmepucmuku. IIpunyunsm my na oeiicmeue ce 0cH08asa Ha dOuno-
JAPHOMO mMpenmeHe HA NOCHMOAHHU MAHUMHU NOJIemd u He ce pa3iuiasd Co-
uiecmeeHo om no3Hamume NPUHWUNRU u cxemu. B konkpemnus ciyuait ce yeau oa
ce MYyJIMUnIuuupa noayueHama eHepeus, NOOCUIBAKU O0eliCIéUuemo Ha NOCMmo-
AHHUmME MACHUMHU noJlema, upe3 080UKa pPoOHmManHu en1eKmpomMazHumHu 00ou-
HU C 6UCOKA 6EPMUKAIHA UHOYKMUBHOCHI, KOUMO OM C80A CMPAHA OeliCmeam
OuUnonApPHO, NO3601A6ANUKU 20]1AMO NPOHUKGAHE HA OUNONAPHOMO MPEnmeHe Ha
ROCMOAHHUmME MAZHUMHU NOJIemd.

Ilpeosuo zonamomo mpenmene Ha NOCMOAHHUME MACHUMHU NOJIEMA MOMCEM
0a noenusem vpxy npuemMHus um Qokyc c oyarumem, naosuwiasaui 85%. Taxa
noayuasame 20aAmMa paziuka 6 peaKkmueHama MOUIHOCm, nOaYy4aeaiKku Kamo pe-
3yamam 201emMu HARPEHCeHUs NPpU OMHOCUMETHO MAaKu odopomu. Humensu-
memuvm ce nojiyyaesd, ype3 6epmuUKAIHOmMoO CbHOCMABAHEe HA npuemMHume oKycu
6 obpamna nocoka, 0aéaiiKu ei1. MACHUMHA WHOYKMUBHOCHM Ha cojieHoudume!
Jleoitnomo Oeiicmeue Ha NOCMOAHHUME MACHUMHU NOJIeMA ce 0CHO6A6aA HA NPU-
nazanemo Ha 3axkonume na Makcyen, @apadeit u co6cmeenume u3Ci1e06aHusl Ha
cv30amens Ha 2eHepamopa.

IIposesicoane Ha onuma u uzmepeane Ha OCHOBHUME NAPAMEMPU

I'enepamopvm ce 3a0euicea om mpugpazen enexkmpoosuzamesl, YUAmMO CKO-
pocm Ha ebpmeHe ce pezyaupa upe3 e1eKmpoHeH UHEEpmOop, 3a 0a ce 0Cuzypu
NJIA6HO cCIMapmupane Ha 2eHepamopa.

Ilpu uszmepeanemo Ha uzxooauwiume Hanpeix3ceHue U MoK ce noayuagam cjieo-
Hume oannu: U,,, =885V ; I ,,.,= 2,2 A.

Ilpunazaiuku gpopmynama P, =1, .Uy, = 1947 W.

Ilpunoscenuam Kom nPpomMomuna moeap e YUCmo AKmueHo CoRPOMuUeIeHUE -
oouknoeenu enekmpuynu Kpywiku. Cied moea uszmepeame cvujume OAGHHU HA
6xo0a na uneepmopa. Ilpeosud npeyusnocmma Ha u3qyucieHUAmMa NOUCKAXMeE
cepmugpuxkam om npouszeooumensn 3a K.IL.JI.-mo na enekmpo osucamena. 3a un-
eéepmopume ce 3nae, ue mexuuam K.IL.[A.ne mosxnce oa nasuwu 0,94. Cneosa us-
mepeane Ha 6xooa Ha uneepmopa u ce noayuasa: U, - 400 V; I, - 4,25 A, unu:
Porewp. = Iy Uy KL, -uneepmop . KILI. -Aeu. (% )= 1176,4 W. Cpaensaeaii-
Ku mowgpocmume P,/ P, nonyuasame K.I1.[. na zenepamopa om 165,5 %

Heka moea e nokana, ako uckame 0a nomewvpoume Ka3zaHOmMoO MYK C eauiu
cpeocmea u mexHu4ecKu CReyuaIucmu.

['opHuTEe MHGOPMAIIMOHHH JOKA3aTEICTBA Ca CBEACHU JI0 MUHUMYM, C OTJIE]] OT-
paHu4YeHHus 00eM Ha Ta3W CTaTHs, HO MOTaT Ja ObJaT paslIMpeHd 3HAYUTEITHO C BU-
JeoMaTepuay.
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3. EKCOEPUMEHTAJIHA U3CJIE/IBAHUSA

Tpwreaiiku no cieauTe Ha HATMYHUTE MHGOpMaILMKM, O¢ Ha0aBEH OT MPOU3BOJIU-
TeJl CUHXPOHEH reHepaTop oT ToBa HOBO nokojienue - CI'BKIIJ[ (mpoussenen B Ku-
Taii), ¢ HomuHaiHa MoutHocT 10 kW. u HomuHanmHa yectora Ha BbpTeHe 260 06/MuH.
Cnen xomnanoBkara My ¢ Tpudaszed acuaxponen asuraren (AJl) ¢ mourHoct 7,5 kW,
a cineq ToBa u ¢ 11 kW u oOukHOBeHa 3b0Ha IpeiaBKa MEXay TaX (3a peayKius Ha
obopotute Ha AJl), c€ NPUCTBIM TUPEKTHO KbM U3CIIEABAaHE HA Bb3JIOBUS APAMETHP
k.1.7. HatoBapaneto na CI'BKII/] 6e ¢ aktuBeH ToBap (peOTaHHU CHIPOTHBIICHHUS).
[Tak mopanu orpaHnueHus 00eM HE ce MPEACTaBs eJIEKTPUUHATA CXeMa Ha ITOCTaHOB-
KaTa, HO T4 € TpUBUAIHA TpUda3Ha cXxema TeHepaTop — KOHCyMaTop, ¢ BKIIOYEHU U3-
MEpBATEIHU YpeAu 3a TOK, HANpPEKEHHE, 4ecToTa W MoulHocT. M3mepBaHu Osxa
EJEKTPUYHATE MOITHOCTH HA Bxoxa Ha A/ u Ha uzxona va CI'BKII/. 3a nmo-romsama
TOYHOCT T€ 0s1Xa U3MEPBAHU C BATMETPU OT JBa Pa3IMYHU TUIIA, & 32 TOBapa Ha reHe-
paTopa MOIIHOCTTa KOHTPOJHO O€ M U3YUCIISIBaHA [TOCPEICTBOM TOK M HAIIPEXKEHHUE.

Ta0m. 1
3 g - 5
= 3 = e
Uil | In P1 i Uz | 2 P2 f2 :.( = = TATA
= : % -
& 5 &
1500 1015 0,68
2100 1387 0,66
2520 1867 0,75
3120 2270 0,73
220 9.8 | 2220 380 1y 1| 1225 | 455 0,55 16.12.2008r.
(666) AJI-7,5 kW
219 | 10,2 | 2700 380 1,5 | 1710 | 45,5 0,63 130 06/mun
(662) BMeCTO 260
212 | 13,8 | 6720 368 | 4,7 | 5189 | 455 0,77 08.01.2009r.
212 | 14,2 | 8400 361 |6 | 6503 | 45,5 0,78 A7 5kW
(625)
220 | 16,8 | 9000 | 0,87 (ng) 6.8 | 7264 | 45,5 0,81 0,93 | 0,96
238 (9,0 [9300 |0,885| 624 | 6,7 | 7232 | 45 0,81 0,915 | 0,95
230 |20 | 11400 | 0,882 | 608 | 8,4 | 8835 | 45 0,77 0,873 | 0,91
01.04.2009r.
16,6 | 9300 | 0,886 | 362 | 7,15 | 7720 0,83-0,87 | 0,936 | 0,976 ATLLIKW
152 | 8400 | 0,885 | 364 | 6,25 | 6825 0.81 0,92 | 09 | 20 042009r
19,4 | 10200 | 0,885 | 359 | 8 | 8350 0,825 0,93 | 0,97 AJI-11kW
16,4 | 9100 | 0,885 | 360 | 6,77 | 7380 0,81 0,916 | 0,955
16 | 9150 | 0,885 | 364 | 6.8 | 7400 0,81 0,916 | 0,95
18,8 | 10900 | 0,882 | 356 | 8,55 | 9100 0,835 0,947 | 0,986 | 55 042000
20 | 12200 | 0,88 | 344 |9,75 | 10050 0,824 0,936 | 0975 |  AJI-11kW
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[IpoBeneHn ca MHOTO M3MUTAHUS, KaTO 32 KPATKOCT PE3YIATATUTE OT OCHOBHHUTE OT
TSAX ca mpejacrtaBeHu B Tadn. 1. IIpu m3bpanaTa MeToaMKa, 3a J1a C€ ONpPEaeTu K.ILI.
camo Ha CI'BKII/I, ca Heobxoaumu K.11.7. Ha 3b0HaTa npenaska u Ha AJl. 3a 3p0HaTa
IpeJaBKa Clell KOHCYJTAIMU ChC CHeUUAINCTH, € npueT K.a.a.311 = 0,96, a 3a A/l
(mo100HO HA MCITAHCKUTE aBTOPH, IIMTUPAHM TIO0-TOPE) U3UCKAXME OT IIPOU3BOJIUTEIIS
cepTudUKAT ¢ K.II.JT Ha MallIMHATa MPU pa3IndHu MOIIHOCTH. W Taka B Tabm. 1. ca mo-
Jy4eHH: oOmuAT K.11.1. Ha cuctemata (Pex. AJl/Pu3x.CI), k.1m.a." (k.m.a.00m/k.m.a.CI)
¥ HaKpas — OCHOBHATa 1ei Ha m3nutadusaTa - K.ILa.Cl (k..o /... 311).

4. I3BOJIN

B pesynrar Ha npoBeneHuTe A0cTa MOAPOOHU M3CIEABAHMS, CE HajlaraT IB€ MHO-
IO BaXKHU 3aKJIIOYCHMUS:

1. IlpeapuuanusT, no-royisiM ot 1 KoePUIMEeHT Ha MOJe3HO JelcTBue (K.I.J.) Ha
cunxponnus renepatop (CI'), He Gerie JoKa3aH, KOETO HA TO3U €Tal MOYTU OTXBBHPIIS
TE3UTE HAa TOPENOCOYEHUTE aBTOPU U OpraHU3allii, KaTo BCE MaK HEJJOYMEHUETO OC-
TaBa.

2. IMonyuasa ce k.m.a. Ha CI' qocTa Mo-rojisM OT HOPMAJIHUSI 32 MAIIMHU ¢ MOIII-
HOCT OT TO3H MOPSAIBK, 32 KOHBEHIIMOHAJIHUTE TEHEPATOPH ¢ MOIITHOCT 0kojio 10 kW.
Peanno toti e oxoso 0, 85 — 0,87. Hagsumabaneto ¢ 61130 10% e gocrarbuHo cepu-
03HO U 3acily’kKaBa Jia My ce 00bpHE 1Moj00aBaIo BHUMaHNEe, KaKTO U Jia ¢€ TTIOMHUCIIN
JIOPH 32 PEATHU CTHIIKM KbM €BEHTYAJHO IMPOM3BOACTBO HA MOJOOHM CUHXPOHHU T'e-
HEpaTopu ¢ BUCOK koeduimeHT Ha nose3Ho aeiicrsue (CI'BKII/I). To3u BuCOK K.I1.1.
JlaBa U HOB MaTepual 3a pa3MHUCIIH MO0 TeMara.
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CHUHTE3 U AHAJIN3 HA HUCKOYECTOTHHA
N BUCOKOYECTOTHU AKTUBHHU ®UJITPU OT BTOPHU PE/]
C EIMH U3TOYHUK HA HAITIPE’KEHUE, YIIPABJIABAH
C HAITPE’KEHUE (MHYH), MOAEJIUPAHU 110 CXEMUTE
HA CAJIEH-KHMM, C U3IIOJI3BAHETO HA MATLAB
N MICROCAP

Tanst MeroaueBa CrosiHoBa', Anpuana HaiinenoBa Bopo;:mmel;a2

'Kartenpa ,,TeopeTHuHa 1 H3MepBATENHA eNeKTpoTexHuKa”, “Katenpa ,,KOMyHHKAIIMOHHA TEXHUKA U TEXHOJIOTHH”,
Pycencku yausepcuter ,,Aaren Kpaues”,
Bearapus, 7017 Pyce, yn. ,,Ctynentcka” Ne 8, 1(00359 82) 888 502, 2(00359 82) 888 734,
e-mail: 'tstoyanova@ru.acad.bg, “aborodjieva@ecs.ru.acad.bg

Pe3wome: B maszu nybonukayus ce cunmesupam u aHaiusupam HUCKOYeCmOmHU U 8UCOKOYeC-
MOMHU AKMUBHU DUAMPU OM 8MOPU ped C eOUH USMOYHUK HA HanpedceHue, Ynpasisieau ¢ Hanpe-
arcenue, mooenupanu no cxemume Ha Canen-Kuil. Tosa ce u3gvpuiéa no 3a0a0ena HOpmMaiu3upana
npeoasamenua hyHKyus no Hanpexicenue u npu U36eCMHU HOPpMUpPauwio CbNPOmMueIeHue U Cpa3eaua
yecmoma. Cunmesvm ce peanusupa upe3 npoepamama MATLAB, a ananuzvm na npoekmupanume
Gurmpu cneo uzdoopa Ha cMaHOAPMHU CMOUHOCMU HA CONPOMUBTIEHUAMA HA pe3ucmopume u Ha
Kanayumemume HaA KOHOEH3amMopume 6 CUHMe3UpaHume 8epucu, ce U3BbpPuiea upes npocpamama
MicroCAP, npeonazunauena 3a cumyaayus Ha aHano2osu u yugposu eepucu. Pesyimamume we 0v-
oam u3non38anu 8 npoyeca Ha obyuerue no oucyuniunama ,, Komynuxayuonnu eepueu”, uzyuasa-
Ha om cmyoeHmume om cneyuaiiocm ,, Komynukayuonna mexuuxka u mexmonozuu” om o6pazoea-
MeNHO-K8ANUPUKAYUOHHAMA cmeneH ,,0aKanasvp .

KiarouoBu gymu: AHanu3, CUHTE3, aKTUBHU (DUITPH, U3TOYHHUK HA HAMPEKEHHUE, YIIPABISABAH C
Hanpexenue (MHYH).

1. BbBEJAEHHE

Pasrnexnanute akTUBHU GUITPU OT BTOPH PEJ C M3TOYHHUK HA HAMpEKEHUE, yIi-
paBisaBaH ¢ HanpexeHnue (MHYH), monenupanu no cxemute Ha Canen-Kuii [3], ca
U3TPAJICHA OT €IMH ONEPAIIMOHEH YCUIIBATEN, PE3UCTOPH B KOHIeH3aTopH (dwur. 1).

@wr. 1. AkTuBeH QUITHP OT BTOPH peJl C U3TOYHHK HA HAIMPEKEHUE, YIIPABIISIBAH C HAMIPEKEHUE
(MHYH), monenupan no cxemata Ha Canen-Kuii
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Y,,Y,,Y; n Y, ca oneparopHure npooaumocTH (1o Jlannac) Ha JBYNOIIOCHULIUTE

(3a pesuctopure Y, =G, =R, ', a 3a konzgensaropure Y, = pC, 3a k=1...4).
JlannacoBudaT oOpa3 Ha nmpeAaBarenHara GyHKIMS 10 Hanpexxenue [1, 3, 7] Ha Ta-
3u Bepura uma suja (1):

phy
LAY N+ +Y)-Y —uhY;

<&@g=( (1)

2. CBbCTOSHUE HA TPOBJIEMA - AHAJIN3 U CUHTE3 HA
HUCKOUYECTOTHU U BUCOKOYECTOTHU AKTUBHU ®UJITPU
OT BTOPH PEJI C UHYH, MOJIEJIMPAHU IO CXEMUTE
HA CAJIEH-KUU

B Tabnuua 1 ca maneHn HopMalu3upaHUTE NpeAaBaTeHU (DYHKIUU IO Harpe-
eHue Ha akTuBHU HuckodyecToTHU (HY) u BucokodyectotHu (BY) duntpu ot BTOpH
ped, KakKTO U TEXHHUTE MpeaaBaTeNHM (DYHKIMH, 3alucaHu 4ype3 Koe(dUIMeHTa Ha
YCWJIBAHE B JICHTATa Ha MPOITyCKaHe k,, Kpbropara cps3Ballla 4eCTOTa (. W IOJIOC-

HUA KadecTBeHUS (akTop () Ha ChOTBETHUTE QUITPH [2, 4, 5, 6].

Tabauya 1. Ilpeoasamennu ¢pynxyuu no nanpexcerue na H4® u B4D
om emopu peo

AKTHBHU QHITPH OT BTOPH peJl

koo’
Huckouecroren pun- | »)= a T(p)= o;) ‘
Top (HUD) P> +b,p+b, P+ Cpro’

Q

k 2
Bucokouecroren T( p) _ ap’ T (P) = (Dop
rrep (BUD) 02 +b pth, P+ 0Pt ®,”

Huckouectoraute (HY) u BucokodectorHute (BYU) aktuBHU Quitpu OT BTOpH
pen ¢ MHYH, Monenupanu no cxemute Ha Canen-Kuii, umat BHaa, CbOTBETHO OT
¢ur. 2 u ¢ur. 3, T.e.:

-3aHYO-Y, =G, Y, =G,, ¥, =pC;, Y, = pCy;

- 3aBUYO - Y, =pC,, Y, =pC,, Y; =G5, Y, =G,.

3. PE3VJITATH

ANTOPUTHMBT 32 CUHTE3 U aHAJIM3 Ha HUCKOYECTOTHUTE U BUCOKOYECTOTHUTE AK-
TuBHU (GunTpu ot Bropu pen ¢ UHYH, monenupanu no cxemure Ha Canen-Kuii, cb-
IbpKa CIETHUTE CTHIIKU:
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1. BeBexxane Ha koeuuueHTuTe a, b, U b, B npenaBaTenHaTa (QYHKIUS 110
HanpexeHue 7' ( p) Ha CHHTE3UpaHUTE QUITPH.

2. 3uncnsiBaHe HA HOPMHUPAHUTE CTOMHOCTH HAa €JIEMEHTUTE HA CUHTE3UPAHUTE
¢untpu. Cxemute Ha cuntesupannte HU® u BUD ca mokazanu Ha ¢ur. 2 u ¢ur. 3.

|1 |

I | | S |

€, R,
[ [l
& 1l
U, G C:

@ur. 2. HuckouecToTeH akTUBEH (PUATHD OT @ur. 3. BucokouecToTeH akTUBEH (PUITHP OT
Bropu pen ¢ MHYH, monenupan no cxemara Ha  Bropu pea ¢ MHYH, monenupan no cxemara Ha
Canen-Kuit Canen-Kuit

YciioBHe 32 POEKTHPAHe — €HAKBH KaIallUTeTH B cXxeMara (KaTo HOPMHUPAHH
croiiHoctH): C;=C, =1 (3a HU®) u C, =C, =1 (3a BUD). [lapamerpure Ha octa-
HAJINTE €JIEMEHTH Ce TIOJIy4aBaT OT PEIICHUETO Ha CJICIHUTE CUCTEMU YPaBHEHUS:

a b b
=—,G, =2 a,G, =
u by 2 G, n= 4 G,
- 3a HY®D — 5 ,a3a BUD — b
G +(2-—p)2>=b 2+ (1~
1 ( H)Gl 1 G, ( H)
Pemenusara Ha cucremara ca:
- 3a HYO:
Cayuaii I:
b, R R,
u=2,r1e a=2b, = G, =b; G,=-", u=1+-2=2=-"S=1= R, =R,.
b, R, R

Cayuaii I1:
KBagpatHO ypaBHEHuME 110 OTHOLIEHUE HA G; ¢ IUCKPUMHUHAHTA D:
HeoOxoaumu ycinoBus 3a IPOEKTHPAHE:

1) D=(=b, ) —4.1(2b, —a)=b} —8b, + 4a >0 — 3a HamuKE HA PeaNcH KOPEH;

b, + /b —8b, + 4a

2
nma TaKI/IBa); AdKO HAMaA ITOJIOKHUTCIICH KOPCH — CUCTCMAaTa HiAMa PCHICHUC.

2) G, >0; G = , N30HMpaT ce MOJIOKUTEITHUTE KOPEHU (aKO
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- 3a BUD:

Cayuyaii I:
2b, by b R R
a=l,te. p=1= G="2;,G,="2=2; u=1+-"L=1=-"L=0=R, =0,
b, 30 2 5 R;

Cayuaii I1:

KBaapatHO ypaBHEHHE 110 OTHOLIEHUE HA G5 C IUCKpUMHUHaHTa D:

HeoOxoaumu ycinoBus 3a IPOEKTHPAHE:

1) D=(=b,f —4.2b,(1—a)=b" —8b, +8b,a>0 —3a HaTMuMEeTO Ha peascH
KOPEH;

2
2(1-a)
(aKO HnMa TaKI/IBa); aKO HiMa ITOJIOKHUTCIICH KOPCH — CUCTCMATAa HAMA PCUHICHUC.

2) G;>0; Gy'=

, M30Mpar ce IOJIOKUTEIHUTE KOPEHU

3. BpBexx1aHe Ha CTOMHOCTTa HA HOPMUPALIOTO CHIPOTUBIICHUE R, .
4. BeBexxnane Ha cpsasBamara dyecrora f. 3a HU® nu BUD u usumcinsBane Ha
HOpMHMpaIllaTa KpbroBa 4ecToTa ®, = 27f,..

5. 3uncnsBane Ha IEHOPMHUPAHUTE CTOMHOCTU HA €JIEMEHTUTE Ha JBYIOIIOCHHU-
uUTe:
— 3a PE3UCTOPHTE — MOJyYEHUTE CTOWHOCTH 3a ChIpoTHBiIeHHs R, =1/G, 3a

k =1...6 ce yMHOXXaBaT ¢ HOPMHUPAILIOTO CHIIPOTUBIIEHUE R, ;

— 3@ KOHJCH3aTOPUTE — IOJIyYEHUTE CTOMHOCTU 3a KalalUTETH C€ pa3JelsiT Ha
IIPOU3BEICHUETO O R, .

6. 300p Ha cTaHgapTHU CTOWHOCTH Ha €JIEMEHTUTE Ha (PUITHpa.

7. I3BexkaHe Ha mpeAaBaTeHUTE (QYyHKIMH O HampexeHue 7T (p) Ha HUD u
BU® cwoTBeTHO OT dur. 2 u ¢ur. 3.

GG
_ 3aHUD - T(p)= P ,
p2C3C4 + p[(G1 + Gz)C4 + (1 _H) G2C3]+ GG,

R
KbaeTo p=1+-2;
5

w’C,C,
2 9
pCC, + P[(Cl + Cz)G4 + (1 - H) C1G3]+ G;G,

- 3aBUD - T(p)=

Rg
KbJaeTO U=1+—.
5



Advanced Aspects of Theoretical Electrical Engineering Sozopol '2009 69

8. M3uncnaBane Ha KoepULMEHTa Ha ycUJIBaHE k, B JIEHTAaTa Ha MPOIyCKaHe, HA
MOJIIOCHUA KauecTBeH (akTop () M Ha cps3pamara yecrota f. 3a HU® u BUD cnen
n300pa Ha CTaHJAPTHU CTOMHOCTH Ha €JIEMEHTHUTE.

— 3a HYO:

JR:R,C,C,

(Cl +C, )R3 + (1 - M)R4C2 .

9. CumynallMOHHO M3CJIEIBaHE HA CUHTE3UpPaHUs (GUATHD C M3MOJI3BaHE Ha MPOT-
pamuus npoaykT MicroCAP — u3uepraBaHe Ha aMIUIMTYAHO-YE€CTOTHAaTa XapakTe-
pHUCTHKA, ONpesessiHe Ha napaMmerpure k,, O U f. OT CHeTaTa aMIUIUTYIHO-4ECTOT-
Ha XapaKTepUCTUKA U CPABHEHHE C MOJIYYEHUTE OT U3YUCISIBAHETO B TOUKA 8.

Pazpaborenu ca ckpuntoBe Ha MATLAB [8] 3a u3zuncnsBane Ha HOpMaJIU3Upa-
HUTE U JEHOPMAJIU3UPAHUTE CTOMHOCTH Ha KomnoHeHTuTe 3a HY® n BUD npu 3a-
JaZieHa HOpMUpaHa npegaBarensa GyHKUIUS 110 HallPEeXKEHHE.

Hpumep: Ipoexktupane nva HU® u BUD ¢ UHYH, moaenupanu no cxemara Ha
Canen-Kuii, cvc cpsazpamia yectota f, =1kHz 1 HopMHpaHa npenaBaTesiHa GyHKINS

3p
p+025p+1

HOPMAJIM3UPAHETO 10 YECTOTA M IO CBHIPOTHBIIEHUE CE M3BBPIIBA C HOPMHUPALIO
cernporusinenue R, =104€2. Pesynrarure ca mokazanu B Tabmuna 2. Cuex ToBa e

*

no Hanpexenue T(p)= (p* =p° —3a HUD, p* = p* —3a BUD). [le-

U3BbpUIEH M300p Ha CTaHAAPTHU CTOMHOCTH 1O ckanata E-24, xouTo ce m3mnon3Bar
npu cumynanusata ¢ MicroCAP [9] 3a u3duepraBane Ha aMIUIUTYAHO-YECTOTHUTE Xa-
paktepuctuku (B dB) Ha mpoekTupanute Guntpu (Tadauna 3).
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Tabauya 2. Pezynmamu om npoexmupanemo na H4® u B4D

c MHYH ¢ MATLAB
Tun Ha Hopmam- JleHOpMal3upaHH (TanAapTHH
T 3UpaHU croifHOCTIH CTOMHOCTH 3abenexka
CTOMHOCTH (E-24)
R —0.8828 R, =8,8278 kQ R, =9,1 k2
g | RS1L32BAQ | R =110 Ho-ronenst
2 ’ C3 :15,9155 nkF C3 =16 nF KOpPEH Ha
HYD C,=1
C3 | C,=159155nF C, =16 nF KBaPaTHOTO
3 R =10kQ * Ry =100 yPaBHEHHE
= R, =20 kO R, =20 kQ)
C,=159155nF C,=16nF
C =1
¢ C,=159155nF | C,=16nF Homrosteast
R3 = 10,6445 kQ R3 = 1 1 kQ KopeH Ha
BH® 23 :1)’09634955 R, =9,3945 kQ) R, =9,1 kQ KBaJIpaTHOTO
o R =10kQ * Ry =10 k0 yPaBHEHHE
= R, =20 kO R, =20 kQ

Tabauya 3. Pezynmamu om uzcieosaremo Ha H4® u B4D
c UHYH ¢ MicroCAP

HYD | BU®D

OmnpenensiHe Ha KaueCTBEHUs (PAKTOP U HA TPaHUYHATA YECTOTA HA CUHTE3UPAHUS

____Qunrep (Analysis> AC—db(v(OUT)), Peak)

T, =9,542 dB f., =1,031 kHz T, =18,099 dB

GotoY —> T, (3amucBa ce KOHKpeTHaTa | KOOPAHHATH HA JIECHUA MapKep:
£, =100,000 kHz T, =9,510dB

CTOWHOCT B TOSIBWJIOTO CE€ MPO30pue, B
KauectBen akrop Ha puntbpa:

ciydas: 9,542) — narucka ce Right
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T —7 =201g0
s T,-T, 18,099-9,510

Q=10 2 =10 2 =2,688
['pannyna yectoTa Ha GUIATHpA:

f.~ f, =1,031 kHz

B0 00 m T

Lot Aight Dota
AnOWCAT 24005 8542 4473
F 904312 1,293 407695

KoopannaTtu Ha J-'IGBI/ISI MapKep:
f,=984212 Hz T,=24,015dB

KOOp,III/IHaTI/I Ha ICCHHA MApPKCP:
f,=1392kHz T, =9,542dB

KauectBen dakrop Ha puntwpa:
T,~T, 24,015-9,542

o=10 2 =10 2 =5,292
['pannynHa yectoTa Ha GUATHpA:

f. = =993,117 Hz

-3 950€-02
1.000E00

OmnpenensHe Ha KoeUIMEeHTa HA YCUJIBAHE B JICHTaTa Ha MPONycKaHe Ha GuiIThpa

T aB 9,542 Ty B 9,510
ky=10 20 =10 2° =3,000 ky=10 20 =10 2° =2.989
4. N3BOIU

1. B myOGnukanusara € onvcaH ajaropuThM, 3aJ0KE€H B MPOrpaMeH MOJYII, C W3-
noiiBane Ha MATLAB, cw31a/ieH 3a CHHTE3 W aHaIM3 Ha HUCKOYECTOTHU U BHCOKO-
4eCTOTHH akTUBHU Quutpu ot BTopH pen ¢ MHYH, monenupanu no cxemute Ha Ca-
neH-Kuil ¢ eIMH onepanroHeH yCUIBaTell.

2. 3BeneHu ca u3pasu 3a npeaaBaTeHUTe QYHKIUHU [0 HApPEKEeHHe Ha CUHTe-
supanute puntpu. [IpeacrtaBeHu ca v MoIydeHUTE U3pa3u 3a cpsi3BalliaTa 4ecTora, 3a
KoeuIMeHTa Ha yCUJIBaHE B JICHTaTa Ha MPOITyCKaHE U 3a MOJIIOCHUS KauyeCTBEH
(dbakTOp Ha CUHTE3UPAHUTE PUITPH.

3. Pa3paboTeHusT mporpamMeH MOJyJ 1€ MOCTY>XKM M 3a aBTOMAaTH3UMpaHe Ha
npolieca Ha TeHeprUpaHe Ha BapUaHTH HA 3aIaHUS 32 KYPCOBHU 3a/1a4d 110 JTUCIUILIH-
Hata ,,3110 KoMyHUKallMOHHM BEpPUTH, BKJIKOUEHA KaTO 3ab/KATEIHA B HOBUSA
y4eOeH IUTaH Ha CIEeNHaTHOCTTa ,,KOMyHHMKAIIMOHHA TEXHUKA M TEXHOJIOTHH  3a 00-
pa3zoBaTenHO-KBaIu(UKAIIMOHHA CTETIEH ,,bakanaBbp”.
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OPTICAL SYSTEMS WITH SATURABLE AMPLIFICATION,
SATURABLE LOSSES AND FILTERING -SIMPLIFIED
APPROACH FOR DESCRIPTION

Ilvan M. Uzunov

Department of Applied Physics, Technical University — Sofia

Abstract: Description of optical system with saturable amplification, saturable losses and filter-
ing [7] (see also [8]) is studied. The aim of this work is to derive the system of ode’s, that extends
the earlier one proposed in [1-2], including additionally the temporal dependences of the saturated
gain and losses. First, this extended system is applied to the case of fast changes in the amplifica-
tion and losses [6]. Regarding the dissipative solitons, results of [6] have been confirmed. In addi-
tion to [6], nonlinear fixed points have been also studied and as result fronts were identified. Next,
the extended system is applied to the case of temporal dependent amplification and losses [7]. Lin-
ear and nonlinear fixed points of this system have been calculated and their stability identified.
Typical solutions discussed earlier in [7] have been found. Fronts have been also revealed. Phase
space interpretation of obtained coherent structures is given.

Keywords: (optical amplification, dissipative dynamical systems, nonlinear fiber optics)

1. INTRODUCTION

Search for the stable temporal dissipative solitons has attracted much interest
lately [1-5]. Numerical analysis of basic equations performed in [7] revealed for the
first time that stable temporal dissipative solitons (auto-solitons) can exist in such a
single-mode fiber system. One-dimensional stationary localized “laser-autosolitons”
in a wide aperture laser with a saturable absorber and hard lasing excitation have
been studied earlier in [6]. The system of ode’s, earlier proposed in [1-2] for the
analysis of qubic-quintic Ginzburg-Landau equation, has been applied [6] and its
fixed points have been obtained. The linear fixed points that are related to the exis-
tence of temporal dissipative solitons (pulses, or auto-solitons) have been studied.

The aim of this paper is to propose system of ode’s, that extends the earlier one
proposed in [1-2] for the analysis of qubic - quintic Ginzburg-Landau equation, in-
cluding also the temporal dependences of the saturated gain and losses. This system
of ode’s will be applied to the physical model studied in [7]. Linear and nonlinear
fixed points of this system will be calculated and their stability identified. By means
of extended system of ode’s we will first to reproduce typical solution discussed ear-
lier in [7]. The appearance of new coherent structures like fronts will be studied. The
phase space interpretation of obtained coherent structures will be presented.

2. SYSTEMS PROPOSED IN [7]

The field envelope U in single mode optical fiber system with saturable amp-
lification, saturable losses and filtering (or finite with of the transmission function of
amplifier or losses) is described by a following system of coupled equations [7]:
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where distance zis normalized with respect to linear losses, t is a time in he moving
with group velocity reference frame. o represents dispersion,o. and 3 are coefficients

of amplification and losses, respectively, t, and 14 describe the relaxation times of

amplification and losses, |, and | are the saturation intensities of amplification and

losses. Term proportional to € is responsible for the finite spectral width of amplifi-
cation andor losses (or frequency filter).

2.1. Reduced system

I will consider solutions of system (1) given by the following ansatz:

u(z,t)=ale oo
o= a(@)
B=P(z)
where =z —-Vt,o and v are arbitrary real constants. The reason for assuming
thato = oc(ii), B= [3(2';) is that they are determined by a(&)2 . We introduce variables [1-2]:
1 da

a(¢)= g5 k() =4 5o

Inserting ansatz and new variables in (1) following reduced system of ode’s is ob-
tained:

da_ ak

d

dé B —2(1+B—a— kv)6+2k(2q+v)62 \+s(2q +va+2ks)+ 2em

de 2(82 +&’

dk 4(1+B—oc)za—4kvtc,—4k2(82 +82)E+ 4q2(62/ + sz)+\4qv(8+82 +82)+ v2(6(2+6)+ 82)+ 480
de 45% +¢?)

do (a2+la)—0cola

g vl T,

B _ Blaz +1,)-B, 1,

dg vlgt,

)
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The ansatz u(z,t): a(&)ei[cp(&}w”va/ 2| has been first applied in [6]. The system of
ode’s (2) for the functions a(&),q(@),k(&), oc(&), B(&) can be considered as extension of

system proposed for analysis of cubic-quintic Ginzburg-Landau equation in [1-2] for
the case of slow saturable amplification and saturable loss. Derivation of this system
is the main result of this paper.

2.2. Fast relaxation [6]

Let us first consider the case of very small relaxation times of amplification and
lossest, =0;t, =0. If we assume further that ¢ =0and 6 =-1 we will obtain for-

mally the same equation (1) that has been studied in [6]. The system (2), then obtain
the following form:

E—ak
dg
3—2:—1—B+a—2kq
dk viooo,
o o — — —k? 2
az 0 4+q (2a)
o= a’Olcx
T a2+,
B: BOIﬁ
a’+1

This is a coupled system of ordinary differential equations and algebraic equa-
tions. It was mentioned that the quantity $=w+V’ / 4 has a meaning of the eigen-

value [6]. In systems like (2a) two kinds of fixed points are expected: zero amplitude
solutions or ,linear solutions*“- a=0; and finite amplitude solutions or “nonlinear
solutions“-a=#0 [1-2]. Linear and nonlinear solutions are denoted by
L,i=12andN,, j =1,2,..,8, respectively.

General formulas are derived for the fixed points of system (2a). Because of
the space needed to for the representation of general solutions for the fixed points, |
will consider here only specific cases. As has been already discussed system 2(a) has
two linear and four nonlinear fixed points [6]. The attention there was focused on dis-
sipative temporal solitons (auto-solitons [6], or pulses [1-2]) , so the main interest
were the linear fixed points. In what follows, applying the system 2(a), I will confirm
results of [8] for pulses and also will obtain front solutions.

According to [6] s in this problem has a meaning of eigenvalue. Several values
of eigenvalues of s has been found in [6] (see below). Here I will consider the case
[6]: €=0,1, =10,1; =La, =2.102,3, =2,5 =0.14175. The corresponding solutions

for the fixed points of system (2) are presented in the Table 1.
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Table 1. Fixed point solutions of system 2(a)
forl, =10,1; =1,a, =2.102,B, = 2,5 =0.14175.

a q k a B
N, |2.583|-0.376 0 1,261 | 0.261
N, | 2.583 | 0.376 0 1,261 | 0.261
N, | 1.16 | -0.376 0 1.853 | 0.853
N, | 1.16 | 0.376 0 1.853 | 0.853
L, 0 |-0.725|0.619 [2.102| 2
L, 0 0.725 |-0.619 | 2.102 | 2

In accordance with [1-2], dissipative solitons (auto-solitons, pulses) connect two
linear fixed points, in our case L, andL,. Note that the obtained values of the coeffi-
cients of amplification and losses are precisely in the region used in [6] (see Fig.1). In
order to identify dissipative solitons, I solved numerically system 2(a) varying the

values of s, suggested in [6]. Some of obtained dissipative solitons are shown in the
Fig. 1(a-b):

2
a a2
2.5 10
8
/5 6
1
0.5 2
time t time t
- 10 -5 5 10 - 10 10 20

Fig. 1(a) Dissipative soliton with s =0.14175 Fig. 1(b) Dissipative soliton with s = 0.05934

As can be seen, complete agreement with results of [6] (see Fig.2 there) can be es-
tablished. Next in addition to [6], I studied possibility of existence of front solutions.
According to [1-2], fronts connect nonlinear and linear fixed points. In order to dem-
onstrate this statement, I consider system 2(a) with following parameters:
l, =10,1; =1,0, =2.102,8, =2,5s =2. Calculated fixed points are presented in the

Table 2.
I solved system 2(a), starting as initial condition close to the linear fixed pointL, .

Front solution has been found, whose form is shown in the Fig. 2(a).
In the Fig. 2(b), the relation between the linear L, (starting) and nonlinear N, (fi-

nal) fixed points is demonstrated by means of calculating of k(q) dependence.
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Table 2. Fixed point solutions of system 2(a)
forl, =10,1; =La, =2.102,3, =2,5s =2.

a q Kk a p
N, | 2.583|-1.414 |0 1,261 | 0.261
N, [2.583 | 1.414 |0 1,261 | 0.261
N, | 1.16 |-1.414]0 1.853 | 0.853
N, [ 1.16 |1.414 |0 1.853 | 0.853
L, |0 -1.448 1 0.310 |2.102 |2
L, |0 1.448 |-0.310(2.102 |2
k
a 2
1
0.8
N\
0.6 q
4
0.4 @
0.2
= time t
10 20 30 40 50
Fig. 2(a) Form of the front L, — N, Fig. 2(b) k(q)dependence and front L, — N,

2.3. Slow relaxation [7]

Now we will consider the case of finite relaxation times of amplification and
lossest, # 0;1, # 0. Our aim here will be to apply the derived system (2) for descrip-

tion of the physical system analyzed in [7]. In [7], dissipative solitons have been ob-
served b means of numerical solution of system (1) for the case of 6 =lande=0. For
this value of parameters, system (2) can be written in the form:

E:ak
d&
dq
o1+ B -0 —2kq — 2kv
ac P—oa—2kq
2
K o+ gt —k? 4 2kg (2b)
dé 4
doc_oc(a2+la)—ocola

d& vl z,
dp _ B(az + IB)_BOIB
de Vit
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This is a coupled system of five ordinary differential equations for the functions

a(&), q(&) k(é), a(&), B(E,) I solved it with parameters:
e=0.1,1, =10,1; =L,a, =2.102,B, =2 studied earlier in [7]. Calculated fixed points

of reduced system are presented in Table 3.

Table 3. Fixed point solutions of system 2(a)
fore=0.1,1, =10,1; =La, =2.102,3, =2

a q k a p
N, [2.369 | -1.16 0 1.32 1 0.302
N, | 1.295 | -1.158 0 1.764 | 0.747
L, 0 -2.19 |-0.777 | 2.06 2
L, 0 |-0.755| 0.63 | 2.06 2

As we see system has two linear and two nonlinear solutions. Stability of the ob-
tained fixed points has been analyzed by solving the corresponding eigenvalue prob-
lems of linearized systems. Solving system (2b), with initial condition close to the
linear fixed pointL,, pulse shown in Fig. 3 has been found.

2

time t

T75-5-25 25 5 175

Fig. 3. Shape of the pulse L, — L,

In this case both the linear fixed points L, and L, are related. Fig. 3 is similar to
Fig. 1(b) of [7]. I apply the system (2b) for:
e=0.11,=10,1, =10, =2.102,3, =2 (o =0.6,v=3.5). Front shown in Fig. 4(a)
has been found.

In Fig. 4(b) the relation between the linear L, and nonlinear N, fixed points is
demonstrated by means of calculating of k(q) dependence.
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k
——
a 0.6
1.2
1 4
0.8
0.6 C? )0.2
0.4
0.2 q
-1.5-14-1.3712—=T -09-0.8
— time t
-20- 10 10 20 30 40 50
Fig. 4(a). Shape of the front L, — N, Fig. 4(b). k(q)dependence and front L, — N,

3. CONCLUSION

System of ode’s that describes optical system with saturable amplification,

saturable losses and filtering [7] has been proposed. It the case of fast changes in the
amplification and losses [6], with this system dissipative solitons, found in [6] has
been also obtained. In addition to [6], nonlinear fixed points have been studied and
fronts identified.

In the case of temporal dependent amplification and losses [7], linear and

nonlinear fixed points of this system have been calculated and their stability identi-
fied. Typical solutions discussed earlier in [7] have been obtained. Fronts have been
also found.
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Abstract: The aim of this paper is to investigate and compare the stability and accuracy of
various numerical methods employed for the computation of the solitary waves propagation in opti-
cal fibers by using of the Nonlinear Schréodinger Equation (NSE), namely: i) the Crank-Nicholson
implicit finite-difference method [1], ii) four variants of the split-step Fourier method (SSFM) [3-

6].
Keywords: Crank-Nicholson Method, SSFM, Nonlinear Schrodinger Equation

1. INTRODUCTION

By using of the NSE we can compute and theoretically predict physical phenom-
ena as the modulation instability and propagation of optical solitons in waveguide
fiber. The question for accuracy and stability of different numerical methods used for
numerical investigation of the NSE (as the simple case of the most complicated equa-
tions) is studied for decades past but remain a live up to the present. Historically, af-
ter the development of a wide variety of finite-difference methods for the NSE [1]
and the development of the algorithm of the fast Fourier transformation, Hardin and
Tapert for the first time investigated the NSE by using of the SSFM [2]. This method
was developed further in many versions [3-7], but the question for characteristics and
applicability of each variant still remains important. The simplest way for investigat-
ing of the stability and accuracy of the mentioned numerical methods is using of the
method of approach used in [1,4], where the classical case for the propagation of op-
tical solitons and accuracy of the methods is considered. In our research however, we
present the results by more accessible way by comparing of the numerical results
with well known exact amplitude of optical solitons. As is well known, in a
numerically stable algorithm, truncation error or errors in the input lessen in
significance as the algorithm executes, having little effect on the final output [1,4]. In
[7] was presented methods for selection of the propagation step size of the SSFM,
which may be considered as next stage in improvement of the method.

In this paper, the NSE was investigated numerically by using of the implicit fi-
nite-difference method of Crank-Nicholson [1] (because of it universality and im-
proved accuracy in comparison with other finite-difference methods) implemented by
the algorithm of Thomas adapted for the NSE and some classical and extrapolation
variants of the SSFM (because of it superior speed, stability and accuracy). Our aim



Advanced Aspects of Theoretical Electrical Engineering Sozopol '2009 {1

i1s to compare methods and find the most stable method with constant propagation
step for investigation of the solitary optical wave’s propagation in waveguide fiber,
described from the NSE, also to check a way for the stability’s improving as the re-
fining of the discretization or the propagation step.

2. THEORETICAL ANALYSIS OF THE NUMERICAL METHODS

2.1. The implicit finite-difference method of Crank-Nicholson for NLS

Let ¢, =¢(t,.x,) is the pulse’s amplitude determined over the rectangular lattice
of points correspondingly in time ¢ and in space x:¢ =nAt,x,=ih, where
n,i=0,+1,+2,...NSE can be approximated by the difference formula:

. ¢n+ S _wn,i 1 1 .
]IT - _2_#[52 5[(0’”1 + P ]1 _|(ﬂ|‘2” (ﬂﬂ,i 2 K’BﬂeTO’ (52(pn )i = (pn,i+l - 2(pn,i + ¢n,i—l (2’ 1 * 1)

The implicit formula (2.1.1) which present the finite-difference method of Crank-
Nicolson for NSE is preferred because of it stability, accuracy and possibility for us-
ing of bigger step Ar in comparison with the other implicit or explicit finite-
difference formulas. As we can see (2.1.1) has an accuracy of order O(%’).

The implementation of the formula (2.1.1) we have done by presentation of Eq.
(2.1.1) through a three-diagonal system A¢p=> regarding to unknown values ¢, as

[1]: 470, +A¢,..,+A4 ¢, =b, where 4° are the nonzero elements of the matrix

A, b; are known values. Equation from such type arise also when solve (2.1.1) regard-
ing tog,, as ¢,, are boundary conditions of Dirihlet. We accept that searched solu-

tion satisfy recurrence relations that connect ¢, and ¢,,,: ¢, =20, + 5,
APt Ai°¢n+l,i + 47 (0‘1’@ + ﬂz) =b,B.=7 (Ai+ﬂi —b, ) O =1 Ay =1 A + A,

ay,=0, By =9¢,. We achieve ii): Prii = Vi @i T 7 (A;ﬂ[ _bi)’ where: Bii = _J% >
At L A At - + . 2
Bio =1+ J? , A= h_2 > A,'O =1- Jh_z , b =B, @pia T Bi0¢n,i +B, @y i1 —JAt Dnil Pui

2.2. Split-Step Fourier Method

Because of its quickness, the SSFM is the most applied numerical method at the
moment. This property is due to using of the fast Fourier transformation (FFT). To
understand the principle of this method it is convenient to write NSE by the operators
D and N for the effects of the group velocity dispersion and phase self-modulation
(nonlinearity) [3]:

op (A =~ - j, 0 «a o
—~=(D+N)p,where D=-28 —-— and N= 2.2.1
5, = (D+N)e P irlel » 2.2.1)
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The dispersion and nonlinearity act simultaneously along the fiber, but SSFM is
based on the approach that on small distances dispersive and nonlinear effects act in-
dependently. The advantage from approach is that the dispersive operator is carried
out relative fast in the Fourier domain.

Four variants of the SSFM named: Simple, Full, Agrawal and Blow-Wood will be
estimated.

In the Simple variant of the SSFM solution of Eq. (2.2.1) is given by:

(p(z+h,T)=exp[Az(15+N)]¢(z,T) (2.2.2)

To estimate the accuracy it is convenient to use the Baker—Hausdorff formula.
For the (2.2.2) we can see that the dominant error term is found to result from the

single commutator Az? [f), N ]/ 2. Thus the Simple SSFM is accurate to second order in

the step size [3].

In the Full variant of SSFM, the accuracy can be improved by adopting a differ-
ent procedure to propagate the optical pulse over the distance from z to 4z + z. In this
procedure Eq. (2.2.2) is replaced by:

A

p(z+A2,T)= exp[%b} exp[Azzﬂ exp[%z)}p(z,r) (2.2.3)

The main difference in this symmetrized form of the solution is that the effect of
nonlinearity is included in the middle of 4z rather than at the boundary. The most im-
portant advantage here is that the leading error term is of third order in the step size.

In the Agrawal variant of SSFM, the accuracy can be improved further by the
calculation of the nonlinearity in Eq. (2.2.3) as a function of z more accurately than
approximating it by AzN . This can be done by using of the iteration procedure for the
nonlinearity [3,4]:

p(z+Az,T) = exp{%b}exp{%[]\?(z)+N(Z+Az)ﬂexp[%b}go(z]) (2.2.4)

The leading error term in the Agrawal variant is of third order in the step size.

An attempt to elimination of the leading error term of third order in symmetrized
variants (2.2.3) and (2.2.4) of the SSFM is the higher order extrapolation method
suggested from Blow and Wood [6]:

@(z+Az,T)=exp {% 15} exp [Az]\?] exp {%ﬁ} exp [—Azf)] exp |:—2AZN:| exp [—Azf)]

N A;’"”” (2.2.5)
exp {713} exp [Az]ﬂ exp {713} o(z7)

4times
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The leading error term in the accumulated error is proportional to:
4A7° +(-2Az)’ +4A2° 20, i.e., it cancels at this order, leaving the leading term propor-

tional per step to 4z. We have realized the method by using of the procedures de-
scribed for the symmetrized variants. Accordingly the received variants are named
Full-Blow-Wood (2.2.5) and Agrawal-Blow-Wood.

2.3 Numerical stability of the methods

To compare the numerical methods, our approach for comparison is to (a) deter-
mine the soliton amplitude ¢ and correspondingly accuracy (L.,) for computations be-
ginning and ending. Then the stability condition is: L, =max|p, —¢|<e, where ¢, is

the numerical amplitude and ¢ is the well known exact soliton’s amplitude [3], e is a
small parameter. All results are presented graphically.

3. NUMERICAL TESTS AND COMPARISONS

3.1 The implicit finite-difference method of Crank-Nicholson for NSE

We have solved numerically NSE by using of the formula (2.1.1) in the time do-
main. To determine the correct size of the used lattice we have performed some tests
for stability and correctness of our program realization. In this connection, the com-
parisons of the received numerical solutions with well known analytical soliton solu-
tions of NSE are done. In the case of initial condition of kind Sech, the numerical re-
sult coincide with the analytical at lattice size 1000 x 1000 points along the axis x and
t and step At=0.001.

To ensure a stable solution for one soliton period in the case of multi-soliton solu-
tion of kind 2Sech, the lattice size increase to 1000 x 6280 and step 0.00025. To en-
sure a slower increasing of the error suitable for long distance propagation (up to
~100 soliton periods) we increase the discretization along axis x to 10000 samples
and propagation step to 0.000025. The result is presented on fig. 1. We can see a lin-
ear increasing of the error with slope 0.0006 for the soliton period. We have com-
pared this result with the same solution computed by the SSFM (fig. 1).

To ensure a stable solution for long distance propagation (14 soliton periods) in
the case of multi-soliton solution of kind 3Sech, we had to fix discretization to 10000
points but to decrease propagation step to 0.00001. The result is presented on Fig. 1.
We can see again a linear increasing of the error with slope 0.0019 for the soliton pe-
riod. We have compared this result with the same case computed by the SSFM (Fig. 1).

The Crank-Nicholson method ensures a stable numerical solution of NSE with
linear increasing of the error. This fact is observed for the first time. The slope of the
solution line can be decreased further by using of the very fine discretization and
propagation step but this way is limited because of the fast decreasing of the
method’s speed. The conclusion from performed comparison between the Crank-
Nicholson method and SSFM is that at minimal possible lattice ensuring stable solu-
tion, the SSFM remains the more effective method (higher speed and accuracy).
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3.2. Split-Step Fourier Method
Our aim in this part is to compare variants of the SSFM, to check their stability

and to find methods for optimization in conditions of complicated nonlinearities.
The general numerical parameters used for all computations are: discretization

k= 8192 and propagation step Az = 0.001.

3.2.1 Stability of the SSFM variants for one-soliton solution of the NSE

As we can see in Fig.2, all variants are stable for one-soliton solution of kind:
Sech(T) of the NSE, but the best accuracy shows the variant Full-Blow-Wood.

3.2.2 Stability of the SSFM variants for multi-soliton solutions of the NSE
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In the figures 3, 4, 5, 6 it is shown the numerical solution of the NSE with differ-
ent variants of the SSFM with multi-soliton initial conditions, accordingly: Fig.3:
2Sech(T), Fig.4: 3Sech(T), Fig.5: 4Sech(T) and 5Sech(T) and Fig.6: 6Sech(T). We as-
certain the fact that the most effective variant of the SSFM is the Full-Blow-Wood.
This variant demonstrates superior stability and accuracy for the multi-soliton solu-

tions of the NSE.
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As we can see in Fig. 4, 5, 6 the stability of the all methods increases at smaller
propagation step. We also can increase stability by increasing of the spatial discreti-
zation k (Fig.6). We have tested variants with adaptive propagation step [7] but no
one of them shows better stability than some of the variants with constant propaga-
tion step as the Full-Blow-Wood.

3.2.3 Speed of the SSFM Variants

The speed of the base SSFM variants is measured at fixed parameters: discretiza-
tion 8192, propagation step 0.001 and distance 1 soliton period, on the computer with
the AMD Athlon Dual Core Processor 4850¢, 2.50 GHz. The speed is: Simple-10.6 s,
Full-19.2 s, Agrawal-21 s, Full-Blow-Wood-29 s.

4. CONCLUSIONS

In this paper are investigated and compared four variants of the SSFM for propa-
gation of optical solitons in waveguide fiber modeled by NSE. It is found that the
variant Full-Blow-Wood has the best stability and accuracy for all considered cases
and especially for the multi-soliton solutions of the NSE.

The implicit finite-difference method of Crank-Nicholson implemented by the al-
gorithm of Thomas adapted for the NSE is presented in details. The comparison of
this method with the SSFM proves the higher effectivity of the SSFM. The linear in-
creasing of the error of the Crank-Nicholson method is found.

The stability of the methods can be improved by refining of the propagation step
or discretization. This is important for the long-distance investigation of multi-soliton
solutions of NSE.
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Abstract: In this paper fault diagnosis for a servo system is considered. The investigated ap-
proach uses parameter estimation. The estimates are obtained by recursive identification of the
plant’s model parameters. Then the deviation from the nominal values of these parameters is used
for fault detection. The problem is stated in its general formulation as well as implementation to a
servo system. Based on limit checking of the esteemed parameters, residuals for fault detection are
obtained. Then they are used for fault isolation purposes. Both output (sensor) faults as well as in-
put (actuator) faults are considered. Experiments with laboratory setup are carried out. The ob-
tained results are discussed.

Keywords: Fault Diagnostic, Parameter Estimation, Servo System, Laboratory Setup

1. INTRODUCTION

In the last decades, there is increasing demand on performance of systems work-
ing in different environments. In order to satisfy this demand, more and more sophis-
ticated systems with a larger number of sensors, actuators and other components are
being built. As a result, the probability of a fault is increasing. On the other hand
there are increasing safety demands. In order to satisty those demands for automated
systems reliable fault detection and diagnostics is required.

In this paper the IFAC-Technical Committee definition of a fault is considered
[1]: “A fault is an unpermitted deviation of at least one characteristic property (fea-
ture) of a system from the acceptable, usual, standard condition™.

Two types from the most common faults are discussed, i.e. sensor and actuator
faults. Especially hazardous for an automated control system is sensor fault due to the
fact that even small deviation from the correct measurement forces the closed loop
system in undesirable operational regime.

One can use the result form the fault detection for controller reconfiguration or for
sub-systems reconfiguration, i.e. choosing a subset of redundant components [2, 3].
Thus, it is for great importance to avoid false alarms, i.e. the algorithm should not de-
tect fault when the system is fault free. Also it is important to have no missed faults,
i.e. the situation when there is a fault in the system, but the fault detection algorithm
did not detect it. For reliable fault diagnosis components operation according to dif-
ferent physical principles are required.
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2. REDUNDANCY

There are two types of redundant components. The first one is hardware redun-
dancy and the second one is analytical redundancy [4].

According to the hardware redundancy special sensors are used for fault diagnos-
tics purposes. The most common and most simple case involves multiple sensors,
which are set to measure the same variable. If only two sensors are used fault detec-
tion is achievable by monitoring the difference between the two measurements. How-
ever, fault diagnosis is not possible, because the difference do not indicate in which
sensor the fault occur. For the second part of the fault diagnosis procedure — fault iso-
lation, additional sensor is required. This approach is straightforward one and is very
simple from implementational point of view, but it requires multiple sensors, which is
expensive, add additional weight and required additional space.

The other approach relies on analytical redundancy. It utilise knowledge of the
system. This can be mathematical model in form of input output relations or can be
relation between two measured signals [2, 5]. In this paper prior information regard-
ing specific parameter is considered [2, 4].

3. PARAMETER ESTIMATION

For the automated control theory it is from great importance to know the precise
model of the system. Thus, system identification is usually performed for most plants.
This procedure can also be used for fault detection and diagnosis purposes, since
some of the plants parameters are going to change as a result from the fault [2, 4]. In
this case the fault detection procedure boils down to comparison of the estimated pa-
rameters with ones, obtained for the nominal (fault-free) operation of the plant. Any
significant deviation is going to indicate a presence of a fault. An advantage of the
parameter estimation method is that it allows even for single input single output sys-
tem to estimate several parameters, which provide detail information of the plant. A
particular fault can influence some of the parameters, but to have no effect on others,
thus by analyzing the fault pattern fault isolation can be performed.

It is assumed that the plant can be described by the linear difference equation

yk)+ayk-D+---+a,y(k—-n)=bu(k—d -1)+---+buk—d—n) (1)
Here

u(k)=U(k)-U,; yk)=Y(k)-Y, 2)

are the deviation of the absolute input and output signals U (k) and Y (k) form the
operating point U, and Y,, Kk is the sampling time kK =t/T, and d =t, /T, is the dis-
crete dead time of the plant. The corresponding transfer function is then

_B(@) . _ bz'+--+bz" -
A(2) l+az'+---+az™"

G(2)

3)
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The task is to estimate the unknown parameters &, and b, from measurements of

the input and output signals.
Let the model parameters, obtained from data up to the sample k —1, are denoted

with & and Bi . In accordance with the least square method equation (1) can be writ-
ten in the form

y(K)+4yk—1)+--+4 y(k—n)—buk —d —=1)+---+buk —d —n) =e(k) (4)

where the equation error e(t) is introduced instead of zero. This error can also be pre-
sented in the form

A(z)y(2)-B(z )z u(z) =e(z) (5)

From equation (4) y(k|k—1) can be interpreted as one step ahead prediction,
base on the measurements up to the moment k —1

J(k [k =1) =" (K)O(k ~1) (6)
where y' (K) is vector, containing previous inputs and outputs

v' K)=[-yk-1) - -yk-n) uk-d-1) - uk-d-m] (7

and O(k —1) is the parameter vector

(§(|<—1)=[ai1 S 6n] (8)

The parameter vector can be estimated recursively. This is needed for fault detection,
since the change in parameter/parameters is used as an indication of a fault. The re-
cursive parameter estimation is performed according to the formula

0(k)=0(k - 1)+ K(K)[y(k) - (k| k = 1)] (9)

In this paper it is suggested to be used the forgetting factor adaptation algorithm. Ac-
cording to this algorithm the correcting vector is given by

P(k =Dy’ (k) (10)

KK)=Pk)y' (k)= A+ (KPK —y(k)

where A is the forgetting factor and P is the covariance matrix.

P(k)=[I-K(k -1y (k) |P(k-1) (11)



90 20.09.09 — 23.09.09, Sozopol, Bulgaria

In case that the investigated parameter sufficiently deviates from its normal values
a residual 1s triggered, i.e. changes its value form zero to one. This is done by check-
ing limits and thus the residuals have binary characteristics.

5. SINGLE INPUT TWO OUTPUTS SYSTEM

The block-diagram of the investigated system is presented in Fig. 1. It has one in-
put and two outputs. This system can be represented as two parallel subsystems with
the same input, but with different outputs.

f,

vl
Plant 1|—>| sensorl |—>
? Y1

actuator

£

y2
Plant 2 I—DI sensor2 |7>
? 2

Fig. 1. Single input two output system

There will be only two residuals, i.e. one indicative parameter for each parallel
plant is used. Each of them is obtained based on the recursive identification on the
base of the common calculated input signal and only one from the outputs. In the in-
vestigated case input as well as output faults are considered. From Fig. 1 it can be
seen that input fault is going to affect the system description in both parallel systems,
however an output fault is going to affect only one of the outputs. This means that
both residuals will be affected from input fault and only one residual will be affected
from the output fault (corresponding parameter is going to deviate from its normal
value). This is going to result to a fault isolation pattern shown on Table 1.

Table 1 Fault pattern for single input two output system

no f
fault fy y

rlo | 1| 1 ]o
n |l o /| 1] o |1

y2

6. SERVO SYSTEM

The experiments are carried out with a laboratory setup, manufactured by Inteco”.
The setup is shown in the left part of Fig. 2. The control is applied to a DC motor,
coupled with tachogenerator. The motor drives an inertia module, connected with
backlash, magnetic break and gearbox. The rotation of the DC motor shaft is meas-
ured with incremental encoder. The DC motor is controlled with pulse width modula-
tion (PWM). By varying the coefficient of the PWM the effective voltage is changed
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according to the formula u(t) =v(t)/v,_, . The maximum voltage is v_, =12V and
the control is in the range [—1 1] (the sign of the PWM coefficient determines the

rotational direction).

Refeence
& Velocy

N
Velocy & Refeence D

NS
P Jgsit | et
M Singlefitert
ToWorkspace
N e [encoder
I o
i ! - 1

PID velocity control

Step

ey | 1|
— ¢
0061

Simpefiter

Fig. 2. Laboratory setup and Matlab/Simulink® Block-diagram
7. EXPERIMENTAL SETUP

The experiments are carried out in Matlab/Simulink” environment, with Real
Time Workshop®. The block diagram of the system is presented in the right part of
Fig. 2. In the middle of the figure is shown the driver for connection to the servo-
mechanism. It is provided by the manufacturing company Inteco”. The controller is
from PI type (general PID controller is used) with coefficients K, =0.06 and

K, =0.03 (the D part coefficient is 0). This controller is used for demonstrational

purposes only. Similar results are obtained with other controllers — LQR and fuzzy PI
controller. They are not presented in this paper. On the right hand side of Fig. 2, the
angle, measured from the encoder, 1s transformed to angular speed, thus the reading
from the tachogenerator is reconstructed. The obtained data is evaluated recursively
in order to obtain ARX model. One of the model parameters (b, ) is used as an indica-

tor of the fault. The recursive estimation is performed independently for each output.
The common input signal is also used in the estimation process.

During the first fifteen seconds of the experiment the system is in fault-free work-
ing regime. It operates in its nominal regime — following a reference of 30 rpm. At
the fifteenth second an additive fault is introduced. It is sensor offset of with magni-
tude 5 rpm.

In the first experiment the fault is simulated in the second output. In the left part
of Fig. 3 are presented the estimated values of the indicative parameter (b,) for both
subsystems. On the top is presented the estimated parameter, based on the recon-

structed speed from the encoder and below it is presented the indicative parameter
form the measured speed from the tachogenerator.



92 20.09.09 — 23.09.09, Sozopol, Bulgaria

5 10 15 20 25 3C

20 25 3C 0 5 10 15 20 25 3C

Fig. 3. Outputs from the system and binary residuals

The corresponding binary residuals are presented in the right part of Fig. 3. It can
be seen that when the fault is introduced to the system the second residuals is trig-
gered. Then form Table 1 it can be seen that this pattern corresponds to the fault in
the second sensor. During the second experiment the fault is simulated in the first
output (of the encoder). Obtained results are presented in Fig. 4. In the last figure
(Fig. 5) are presented the same results, but the introduced fault is to the input of the
plant (to the control signal) with magnitude 0.2. It can be seen that in all three ex-
periments the fault diagnosis system correctly determines the fault situation. Faults in
both sensors and the actuator can be successfully detected and isolated.

15

10t .

0.4 —

5L 4
0.2 4
0 4

0 I I I
0 5 10 15 20 25 3C 0 5 10 15 20 25 3C

90

70+ b
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0 5 10 15 20 25 3C 0 5 10 15 20 25 3C

Fig. 4. Outputs from the system and binary residuals
8. CONCLUSION

In this paper fault diagnosis approach with recursive parameter estimation was
presented. It is based on least square method with forgetting factor adaptation algo-
rithm. An example with a servo system is investigated. Both sensors as well as actua-
tor faults are detected and isolated form the diagnosis procedure.
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Fig. 5. Outputs from the system and binary residuals
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Abstract: The “Small DNA Predictor™ is a program for educational and non-commercial use.
It is designed to read and process DNA data and to predict the nucleotides in the sequence in a way
similar to time series prediction. The implementation is based on neural network theory, COM
technology and an API for multi-platform shared-memory parallel programming in C/C++ called
OpenMP [1]. COM technology and OpenMP allow the main library platform to be independent
from the user interface. That means that the main library can work on various platforms (e.g. Win-
dows, Linux, Macintosh) and only the user interface has to be created for the current platform.

Data are processed in two modules — an n-dimensional Fast Fourier Transform block, and an
Artificial Neural Network block. The FFT block reduces the number of dimensions from n input
samples to m uncorrelated non-zero Fourier coefficients in the frequency domain, used as inputs of
the ANN. This allows to simplify the training of the ANN, as a smaller number of parameters
(weights and biases) has to be computed. A supervised learning approach and a feed-forward net-
work are used. As output the program gives the predicted values g(t) which form a sequence ap-
proximating f(t). The prediction errors compare favorably with those corresponding to the 'naive’
prediction approach.

KEYWORDS: software, DNA, predict, FFT, neural network, “Small DNA Predictor"

1. INTRODUCTION

Artificial neural networks are mathematical models inspired by the human brain
and nervous system. The brain is a highly complex, nonlinear and parallel computer
with the capability of organizing neurons so as to perform certain computations such
as pattern recognition, perception, motor control and to be able to get and store
knowledge [5]. All these activities are made parallel. Nowadays we have the oppor-
tunity to use multi core processors and parallel paradigms to solve problems. The
challenge is not just to reach the right answer but to do that faster, more precise and
as cheaper as possible. In this paper we will discuss problems which appear in the
face of the software engineer who has to implement mathematical models from pa-
pers into computer programs. There is no universal recipe to do that. Each problem
has to be analyzed in details then to choose the most appropriate technologies and al-
gorithms for the current problem. The described software is based on the model of
neural networks and is designed to read and process DNA data and to predict the nu-
cleotides in the sequence in a way similar to time series prediction.
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2. THE PROBLEM AND THE CHOICE OF TECHNOLOGIES

2.1. The Problem

The problem in front of the program is to read, process DNA data and to predict
the nucleotides in the sequence in a way similar to time series prediction. The general
scheme of the architecture of the system is shown in Fig. 1.

Input Output

f(t-0
ft2n | B

. g(t)
FFT . NN R

f(t-nt) | F m-1

Fig. 1. Architecture of the “Small DNA Predictor”

The input data is a DNA sequence, which can be given as a series of letters repre-
senting the four nucleotide bases in a DNA strand: A — adenine, C — cytosine, G —
guanine and T — thymine. Other possible letters are R, W, Y, S; B, D, H, V; N —
which correspond to classes of two, three and four nucleotides, respectively, as de-
fined by IUPAC [4]. These are fuzzy inputs, used when an instance is not crisply rec-
ognized as one of the four bases. As output the program gives the predicted values
g(t) which form a sequence approximating f(t). The prediction errors compare fa-
vorably with those corresponding to the 'naive' prediction approach.

Concerning [2] and [3] the input data is processed in two modules — an n-
dimensional Fast Fourier Transform block, and an Artificial Neural Network block.
The FFT block reduces the number of dimensions from n input samples to m uncorre-
lated non-zero Fourier coefficients in the frequency domain, used as inputs of the
ANN. This allows simplifying the training of the ANN, as a smaller number of pa-
rameters (weights and biases) has to be computed. A supervised learning approach
and a feed-forward network are used.

Fig. 2. Complex representation of nucleotide bases
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When the problem is defined we have to decide how the different modules will
communicate and what kind of data we need to keep during the execution. The input
data in fact are letters which is inappropriate format for computations. By converting
the sequences of nucleotides into digital genomic signals, this approach okiffers the
possibility of using signal processing methods for the analysis of genomic [6]. The
conversation method in our case is the complex representation shown in Fig.2. De-
tails for FFT and ANN block are discussed later.

2.2. Choice of Technologies

DNA sequences are long tales of chars (several hundreds or thousands) where the
size of char is 1 byte. Converted into complex representation each letter is coded with
two signed integers — one for real part of complex number and one for the imaginary
part. Depends on the machine where the data is stored the integer is 16, 32 or 64-bit
(2, 4, or 8 bytes respectively) addressable word. So each nucleotide base is coded
with 8 bytes for 32bit CPU and 18 bytes for 64bit CPU. For calculations in FFT and
ANN block we need double precision (according to IEEE754 [8]). The data seems to
be large enough so the first criterion for choice of technologies is performance and
the choice is C++. The object oriented approach of C++ is important for the organiza-
tion of ANN. The second criterion is the ability for parallel computations. The
OpenMP [1] (Open Multi-Processing) is an application programming interface (API)
that supports multi-platform shared memory multiprocessing programming in C++
and Fortran on many architectures, including Unix and Microsoft Windows plat-
forms. It consists of a set of compiler directives, library routines, and environment
variables that influence run-time behavior. When a code who includes OpenMP
pragmas is compiled on non-parallel machine the directives are just ignored and there
is no need to write the code twice — once for parallel computation and second for
non-parallel. As third criterion we use the old Roman principle “DIVIDE ET IM-
PERA” which is the main principle in programming. Good organization of the pro-
gram will facilitate the engineers work in many directions - fast implementation,
make easier support of the product, gives a feasibility to improve and add new mod-
ules without need of rewriting the old parts. COM technology (Component Object
Model) and OpenMP allow the main library to be independent from the platform and
the user interface. That means that the main library can work on various platforms
(e.g. Windows, Linux, Macintosh) and only the user interface has to be created for
the current platform.

3. PROGRAM ARCHITECTURE

,»Small DNA Predictor” consists of two parts — a dynamic link library (DLL) and
a graphical user interface (UI). DLLs allow encapsulation of a piece of functionality
in a standalone module with an explicit list of C functions that are available for exter-
nal users. Internally, a DLL may be implemented in any language, but in order to be
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used from other languages and environments, a DLL interface should fall back to the
lowest common denominator — the C language.

3.1. Main Library

As we mentioned above the main DLL is created under the terms of COM tech-
nology and object-oriented programming principles (OOP). The library consists of
several modules with specified tasks which cooperate. Each module encapsulates data
inside him and provides methods for management of the data. For realization of the

modules are used OOP techniques and several design patterns. The organization of
the library is shown on Fig. 3.

NN Data Weight Manager IO Data Manager
Keeps network parameters. Keep weights data for the Keeps input/output data and
neural network and provides Fourier coefficients and
methods for data provides methods for data
management. management.
} Y ¥
INN Manager Data Manager FFT Routine
Implements the network Coordinate.s operations Provides one- and
routine. between different modules on multidimensional Fast Fourier
each stage of computation ™ Transformation.
process.

T

Main Routine

This is the realization of the
interface, implements the
factory function.

v

Interface
This is the input point to the
library.

Fig. 3. DLLs’ organization

The library exports functionality via Interface block. In context of programming
interface is called an aggregate of definitions which declare how the object behaves.
The implementation is separated from the definition. On that idea is founded Compo-
nent Object Model. In context of program languages the interface is realized with an
abstract class. The realization is in Main Routine. The other parts in the library are
created by using of technique of aggregation. Data Manager aggregates a couple of
blocks which solve specific problem. It is responsible for coordination between dif-
ferent modules and for reading/writing the configuration file. The latter is used to
save network parameters and weight values.

ANN routine from Fig.1 consists of three blocks — NN Data, NN Manager and
Weight Manager. NN Data keeps parameters of the network - number of layers,
number of neurons in each layer, number of epochs used to train network, learning
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rate parameter value, momentum, activation function constants and the path to the
configuration file. NN Manager implements the neural network model shown on
Fig.4 and cooperates with Weight Manager during the prediction and train processes.
The architecture of the program allows implementation of different training algo-
rithms and their comparison. By default is used Back-Propagation Algorithm [5]. As
activation function is used a sigmoidal nonlinearity in the form of a hyperbolic tan-
gent defined by

bv

bv

(V) = atanh(bv) = a —°

(3.1.1)
1+e

where a,bare constants. The initialization of the synaptic weights and threshold lev-
els 1s done on neuron-by-neuron basis - values are distributed inside the range

(—%&%;J where F is the fan-in (i.e. the total number of inputs of neuron i in
i i

the network. Adjustment of weights is done by using the generalized delta rule where
the learning rate parameter 7 and momentum constant « are defined by user (by de-

fault they are initialized with random small values).

Input Hidden Hidden Hidden Output
Layer Layer 1 Layer 2 Layer L Layer

Fig. 4. Neural Network model

FFT Routine block is a routine and it does not contain private data. The algorithm is
based on multidimensional Fast Fourier Transformation [7].

4. USER INTERFACE

The library has any specific requirements for the user interface. In our case the re-
alization of the UI is with a MFC dialog based application [9].
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5. RESULTS ANS CONCLUSIONS

The software development process can be generalized in three stages — choosing
of architecture and algorithms, implementation and testing. This section gives an ex-
planation of test results which were a surprise. Parameters like time and memory
were measured in two modes — parallelized and non-parallelized code. Parallelized
code is has been tested in two variants — parallelism on network level (threads of for-
join type cooperate to process all the data) and on layer level (each layer use threads
to calculate the output values of its neurons). At this point it is important to notice
that the idea of the program architecture is to save memory instead of wining time.
Such dilemma occurs often in programming — can we use more resources in the way
to be faster or we shall limit resource usage and complete computations in average or
good time. In described software the data is stored as a single copy and all the rou-
tines access it. That means that there will be a lot of critical sections. Table 1 and
Chart 1 show the results — the parallelized code is slower than the contiguous. The
program uses more resources to organize multithreading than the code is executed in
contiguous code.

The conclusion is that the performance depends more of the design of the soft-
ware than of the computation power of the workstation. Software engineers should
spend enough time to think about the architecture before start writing code.

Table 1. Test results

Representation in 256 512 1024 1024 2048 2048
memory, doubles
Data Count 100 223 446 500 669 802
Code
OpenMP 1554 ms 10424 ms 91872 ms 97056 ms 792600 ms 792600 ms
(Network level) (25.9 5) (173.7 ) (1531.2 s) (1617.6 s) (13210.0 5) (13210.0 5)
OpenMP 8544 ms 17152 ms 96256 ms 101864 ms 797032 ms 812592 ms
(Layer level) (142.4 s) (285.9 s) (1604.3 s) (1604.3 s) (13283.9 5) (13543.2 s)
Contiquous code 1552 ms 10232 ms 91560 ms 95232 ms 797312 ms 852952 ms
9 (25.9 ) (170.5 s) (1526.0 s) (1526.0 s) (13288.5 s) (14215.9 s)
16000 -
14000 —
12000 /
10000 /
8000 /
6000 /
4000
2000 4'/I=/
0 @ T T T .
100(256) 223(512) 446(1024) 500(1024) 669(2048) 892(2048)
—&— OpenMP (Network level)
—&— OpenMP (Layer level)
—&— Contiguous code

Chart 1. Test results time chart
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1. INTRODUCTION

Today transmission of sizable amounts of information with high speed and au-
thenticity on long distances is exceptionally important. For this purpose high-speed
optical systems are used [1]. Such systems, named point-to-point link, consist of three
basic elements:

- Optical transmitter that transform the information into optical signal;

- Optical fiber — transmission medium,;

- Optical receiver for reproducing the information.

The block diagram of a simple communication system with basic elements only is
shown in Fig.1.

Optical fiber
Infarmation Optical 7 - Optical I User
SOUnce transmitter [E— receiver
Fig. 1

There are additional components as modulators, amplifiers, couplers, and multi-
plexers (demultiplexers).

The signal attenuation, dispersion, optical losses and nonlinear effects are major
limitations in the transmission medium. The attenuation is overcome with constantly
regeneration from amplifiers like Erbium Doped Fiber Amplifiers (EDFA).

In this paper the dispersion influence on one of the most important characteristics
of fibers — bandwidth (BW) is discussed. Suitable examples illustrate basic theoretical
conclusions connected with data transmission on optical communication links.

2. THEORY

The optical fibers are divided in two large groups in accordance of modes that are
transmitted. The first group is multimode fibers and the second one is single-mode
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fibers. Main reason for limitation of the BW is the pulse expansion in a time domain
when it propagates on the fiber because of dispersion [2].
If on an optical fiber input (Fig. 2) a pulse with width t is submitted, then at the

fiber end this width will be t ,. The dispersion of the fiber with enough accuracy can

At=t2, -t . (1)

Its unit of measure is NS (10°s) or ps (107"%s).

pulze output o

be written as

cladding

optical fiber
cora

pulse input
Fig. 2
The dispersion of the optical fiber depends on its length — L, therefore
At = Lx(dispersion/km). (2)
A tolerable number of modes, which have different propagation constants and dif-
ferent group time delay, are propagated in multimode fibers. The delay is the reason

for both the pulse expansion and the appearance of the modal dispersion [3]. The
times for propagation of the fundamental mode ( LP,,) and the critical one from input

to output of the optical fiber with length L are

t():_: ; (3)

. _Lssine, __Ln,

c

(4)

Vv Csin@,

where v =c/n, is the phase velocity of light in the medium, c is the speed of light in a
vacuum, n, is the refractive index of the fiber core, 6, is the critical angle and there is
a definition expression sind, =n,/n,, n, is the refractive index of the fiber cladding.

These two modes are shown in Fig. 3.
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The difference between t. and t, is the time for the pulse to reach the output. If
the input pulse is extremely small in width then t, is the delay of the fundamental
mode and t_ is the delay of the critical one. Therefore the dispersion can be given by

Ln, n,—n Ln
At=t -t, = L1 2 = — LA, (5)
C n, C

where A is normalized difference between refractive indexes. The expression A <<1
1s always valid.

critical mode &
fundamental mode L
- = \' el L T T ="'
1 1
1 1
1 1
1 1
1 1
-h': it I"I—
B 1 1
1 1
L 1
| {e -+
1 1
n
ik T
| |
1 1
1 1
__ 1 1 = t

Fig. 3
It is known from geometrical optics [4] that

n—n; NA’

A= -
2n; 2n}

(6)

where NA=sin®=./n’ —n. is the numerical aperture. Then the dispersion for 1 km

can be written:
At NA?

L 2nc’

(7)

It seems that modal dispersion directly depends on the numerical aperture of the
fiber. When the angle of the acceptance light is bigger then the amount of received
power in fiber is bigger too. But in this case the dispersion grows up, too. Discrep-
ancy is obvious and the result is decreasing the bit rate (BR).

The other kind of dispersion that exists in all types of fibers with its two behav-
iours — material and waveguide, is the chromatic dispersion. It results from the fact
that the light in the optical fiber is formed from the group of frequencies, i.e. it is
connected with width A4 of spectrum light. Its unit of measure is ps/(nm x km). In
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short the reason for chromatic dispersion is the dependence of phase velocity of a
light from its wavelength A. Increase of AL leads to increasing of this dispersion.
For example for a wavelength of A =820nm the speed of light is one, for a wave-
length of A =850nm it is another and this fact leads to a pulse expansion. For chro-
matic dispersion the following equation is valid

D-_ | [zxdﬁmdzﬁ], 8)

2mc di dr?

where g is a propagation constant. This expression is known as a first order disper-
sion and it has a minimum at wavelength around 2 =1300nm. The effect of pulse ex-
pansion is not completely overcome because of presence of dispersion terms from
second and higher order. Sometimes, for better estimation of the dispersion, Taylor’s
series of the group time delay in the spectrum area around this wavelength is used

[4].
3. DISPERSION EFFECTS

As it 1s shown the dispersion causes expansion of the introduced light pulses on
the optical fiber input when they travel on fiber core. The effect of this expansion is
given in Fig.4.

1 il 1 0

dur. 4

The signal on the input 1010 (Fig.4a) is idealized, i.e. the times for increment of
the front and back pulse fronts are infinitely small. The output is given for three cases
— b, c and d. In cases ¢ and d pulses begin to re-cover. This effect is called inter-
symbol interference (ISI). In case d the receiver cannot identify received pulse — 0 or 1.

An approximate formula for a BW of an optical communication link as a function
of the dispersion that is used for a primary evaluation is

1

BW ~ —. 9
2At ©)
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The bandwidth of the optical fiber or system is a range of frequencies that can
travel with minimal amplitude distortions. Another definition of the BW is a range of
frequencies between two points where the output optical power decreases 50% from
the maximum (Fig.5), i.e. the decrease of 3dB. As a rule there is no limitation of a
lower limit.

4
Papt out

100°%

Fig. 5

An increase of IS leads to increasing the BER (bit-error rate), which leads to limi-
tation of the BR.

The dispersion depends on the type of the optical fiber and more exactly from its
index profile. It is well known that optical fibers are realized with these profiles: step-
index, grade index, triangular index and others with complex form. The modal dis-
persion is dominated in step-index fiber and in that case the BW depends on A, re-
spectively on NA. As much as A(NA) is growing the BW becomes narrower.

In addition the BW depends on the optical link length. As much as the link is
longer the BW decreases and that is why the characteristic BWxL is introduced. The
product BWxL is necessary to be a constant for operative application of a given opti-
cal fiber. It is very important parameter that allows changing the BW in different
practical cases depending on L (see Example 4.3).

4. EXAMPLES FOR PRACTICAL APPLICATIONS

4.1. Determination of modal dispersion
Let series of light pulses are transferred on optical fiber with L =400m,n, =1.4

and n, =1.36 with two speeds 10x10° pulse/s u 20x10° pulse/s. The modal disper-
sion for the above speeds and the dispersion for 1km should be determined.
From (6) the normalized difference between refractive indexes is

A =0.02816
After using (5) the final result for the modal dispersion is

~ 400x1.4x0.02816

At .
3x10

~52.6nS.

The results are shown in Fig. 6.
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It is seen (Fig.6) that at a transmission speed of 20x10° pulse/s the output pulses
are re-covered and they cannot be identified, i.e. for a link with L =400m one cannot

use this transmission speed.
The dispersion for 1km is 131.4ns/km.

4.2. Determination of total dispersion
An optical fiber with length L=5km and AA =40nm has modal dispersion
5ns/km, chromatic dispersion 100 ps/(nmx km). Determine the total dispersion at

the end of the link.
The modal dispersion is At =25ns.
The chromatic dispersion is At, =20ns.

The total dispersion is At = ,/At> + At} ~32ns.

4.3. BW dependence on the link’s length.

An optical fiber with grade index profile and length L =8Kkm has a dispersion
1.5ns/km. Determine the BW at length L, =3km.
The total dispersion of the fiber is At,, =12ns.

Following (9) the bandwidth is BW =42MHz.
The characteristic BWxL is: BW x L =336MHz x km.

The condition
BW, x L, =BW x L (10)

has to be executed for realization of the link with L, =3km.
Equation (10) gives BW, =112 MHz. It is evident that BW, > BW .
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5. CONCLUSIONS

In a present work an attempt is made to show engineering approaches for deter-
mination of quantitative characteristics and parameters in the process of design of op-
tical links. Some suitable examples illustrate comparatively simple ways for realiza-
tion of preliminary approximate assessments for quantitative and qualitative indices
of these links. The results received can be used in design of optical links with requir-
ing parameters.

REFERENCES

[1T M. A. Khayer Azad, M. S. Islam, “Performanse Limitations of WDM Optical Transmission

System Due to Cross-Phase Modulation in Presence of Chromatic Dispersion, Feb. 15-18,
ICACT 2009.

[2] A. Cnaiinep, k. JIaB, Teopust onTuueckux BOIHOBOIOB, Pagno u cBsi3b, Mocksa,1987.
[3] T Tomes u np., Teopernuna enexrporexuuka 4.4, Texuuka, Codus, 1993.
[4] P., Banerjee, T. Poon, Principles of Applied Optics, IRWIN&AAIP, USA, 1991.

[5] M. Jlaresa, I'. Towes, C. Tep3uesa, “Bb3M0KHOCTH 3a pa3LUIMpsBAaHE HA JEHTAaTa Ha MIPOITyCKa-
HE MPU Pa3NPOCTPAHEHUE HA CUTHAJIM B ONTUYHU BiakHa ,”E+E”, ku.1-2, 1995.



SIMULATION INVESTIGATION OF CASCADED
CONVOLUTIONAL ENCODERS USING MATLAB
AND COMMUNICATION TOOLBOX

Adriana Naydenova Borodzhieva

Department of Communications and Communications Technologies,
Rousse University “Angel Kantchev”, 8 Studentska Str.,
7017 Rousse, Bulgaria, phone: (00359 82) 888 734,
e-mail: aborodjieva@ecs.ru.acad.bg

Abstract: In this paper cascaded convolutional codes are described. Two methods for
modifying the generator matrix of the inner encoder in the cascade with the aim of improving the
characteristics of digital communication systems are presented. A software system for simulation
investigating cascaded convolutional codes when additive white Gaussian noise is available is
presented in the paper. The results from investigating the cascaded convolutional codes using soft-
decision Viterbi decoding are given in the paper. The results will be used in the educational process
in the course “Channel Coding in Telecommunication Systems™, included in the curriculum of the
specialty “Communications and Communications Technologies” for the Bachelor educational
degree.

Keywords: Channel Coding, Cascaded Convolutional Codes, Simulation.
1. INTRODUCTION

Today digital communications systems (DCSs) are widely used, e.g., listening to
music on a CD, making a call using a cellular phone, or sending an e-mail.
Unfortunately, digital signals are affected by noise as well as analog signals. There
exist disturbances in the transmission, respectively errors in the received signals. It
can be due to scratches on the surface of the compact-disk or background noise for a
satellite link. This motivates the use of error correcting codes in the modern DCSs
where it is quite easy to add redundant data to the transmitted information that makes
it possible to detect and correct some of the occurred errors. There will always be
patterns of errors that cannot be corrected and the codes can be more or less effective
in its work, which often result in more or less complex encoders and decoders. One
way to construct good codes is to combine (concatenate) several simpler ones [1, 7].

In 1948, in the paper “A Mathematical Theory of Communication” [8] Shannon
showed that without loss of optimality a communication system can be considered to
be digital and that the transmission can be divided into two parts, source coding and
channel coding. The first constructed codes were the Hamming codes, published in
1950. The convolutional codes were first introduced by Elias in 1955. The idea to
concatenated codes was presented by Forney in his PhD thesis. Forney also invented
the concept of the trellis in 1967 and began the structural analysis of convolutional
codes in 1970. Concatenated convolutional codes are often suitable to be decoded by
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an iterative scheme. The concatenation of convolutional codes was first performed
for Turbo codes in 1993 by Berrou, Glavieux, and Thitimajshima [1, 7].

In this paper a concatenation of convolutional codes is considered as the simu-
lation results using MATLAB and Communication Toolbox [9] are presented and
some conclusions are given.

2. PROBLEM STATEMENT - CASCADED CONVOLUTIONAL CODES

The structure of a convolutional encoder is illustrated in Fig. 1. Its operation is as
follows: at every moment, K bits (an input frame) are led in the encoder and at the
same time n bits (an output frame) are outputted from the encoder, as n >k . There-
fore, each k-bit input frame produces n-bit output frame. The redundancy at the out-
put is provided because n > k. As well, the encoder has a memory, since the output
frame depends on the previous L input frames, where L >1. The code rate is
R=k/n, and it is 3/4 in the case of Fig. 1. The constraint length L is the number of

the input frames stored in a KL -bit shift register. In the references several different
definitions for constraint length are used [2, 5, 6]. Depending on the convolutional
code that will be generated the data from KL bits (stages) of the register is added
modulo 2 and is used to fix the bits in the output n-bit register [6].

Convolutional encoder

L input frames

k-bit (constraint length)
frame l« oo
- T | Shift register
. ‘.o | Kby
Non-coded .....
input data ' 4 1
—cl i n-bit
j l l J . frame
Shift register i ]
(nbits) ||
; n bits Coded
e e i output data

Fig. 1. Convolutional encoding (k =3, n=4, L=5 and R=3/4) [6]

Concatenation is a both powerful and practical method to obtain communication
systems with low error probabilities. In the paper the simplest such construction is
considered, namely a cascade of two convolutional encoders. However, to get a sys-
tem with good error performance for low signal to noise ratios some sort of symbol-
wise permutations of the sequence between the encoders is required [7].
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A cascaded convolutional encoder is a cascade of one outer encoder with code
rate R, =k,/n, and constraint length L, and one inner encoder with code rate

R, =k; /n; and constraint length L; (Fig. 2). Each binary Kk -tuple of the information
sequence 1s encoded into a binary n,-tuple. The encoded sequence is serialized and

directly, without any permutations, fed as the information sequence for the inner en-
coder, where each binary k;-tuple is encoded into a binary n; -tuple.

Thus, the overall rate of the cascaded encoder is:

R:E—C: = L=R,R;. (1)

It is said that the outer and inner encoders have matched rates if the outer code
tuples serve directly as information tuples for the inner encoder, i.e., if k; =n,. Then

the overall rate is R, =k, /n; [7].

c

=m, - U, m = U, =U

,J E——In] []=—= [n}]

Fig. 2. A cascade of two convolutional encoders [7]

A cascaded convolutional code is a convolutional code encoded by a cascaded
convolutional encoder. From

U, =U; =m,G; =U,G; =mG,G; =mG,G; (2)
it 1s seen that the cascaded generator matrix G, is given by:

G, =G,G;. 3)
where G, u G; are the generator matrices of the outer and the inner encoders, respec-
tively.

If the constituent encoders have matched rates, then equation (3) can be expressed
equivalently as:

G(D)=G,(D)G;(D). )

where D is the delay operator, D-transform.
When the rates are not matched, i.e.k; #n,, the matrix multiplication in (4) is not

defined, but (3) is still valid [7].
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2.1. Cascaded Encoders Obtained from Equivalent Constituent Encoders

In this section two examples of cascaded convolutional codes are analyzed. Let
the outer generator matrix GO(D) be replaced with the equivalent generator matrix

G/(D)=T,(D)G,(D) and the inner generator matrix G;(D) be replaced with
G/(D)=T,(D)G,(D), where T,(D) and T;(D) are non-singular. Then the generator
matrix for the cascaded encoder is G.(D)=T,(D)G,(D)T,(D)G;(D). In general,
G.(D) and G.(D) are not equivalent. If only the outer generator matrix G,(D) is

replaced by an equivalent generator matrix, then the new cascaded generator matrix
G/ (D) and the cascaded generator matrix G_(D) will be equivalent:

G¢(D)=G;(D)G;(D)=T(D)G,(D)G;(D)=T(D)G,(D). (5)

The code sequences from the outer encoder serve as information sequences for the
inner encoder. Therefore, the cascaded convolutional code is a proper subset of the
inner convolutional code, C, < C;, assuming R, <1.

Replacing the inner encoder with an equivalent one changes the mapping from the
inner information sequences to the inner code sequences and, consequently, also the
subset of the inner convolutional code. In general, a different cascaded convolutional
code will be obtained when the inner encoder is replaced by an equivalent one. This
fact is illustrated by the following two examples [7].

Example 1. In this example the outer and the inner generator matrices are chosen
to be as follows:

6,(D)=(1+D D),Gi(D):(I:D ! [1’] ©)

The structural models of the outer and the inner convolutional encoders are given
in Fig. 3 and Fig. 4. The generators of both encoders are presented as polynomials
and as binary and octal digits necessary for defining the encoder trellis in MATLAB.

The cascaded generator matrix is

G,(D)=G,(D)G,(D)=(1+D> 1+D+D> D?), (7)

that generates a convolutional code with code rate R =1/3 and free distance d. =6.

Let:
1 0
T,-(D){O D,—J ®)

and let the inner generator matrix be replaced with the equivalent generator matrix
T; (D)G;(D). Then for j=1 the new cascaded generator matrix is:
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G,.(D)=G,(D)T,(D)G,(D)=(1+D+D*+D* 1+D+D’ D), (9)

which gives d,, =8. The free distance for G,,(D) is superior to that of G,(D).

free

Outer convolutional encoder Inner convolutional encoder

G,(D)=(1+D D) Gi(D)=(1+1D |13 '13
2 " First register Second register
m—J D OO'2<S—>
u, )
m—{1]D] uzloo'f;lh—» m, 1D UZOO'QQUI—»
us Uy
1+D [1[1] [38] J
D Lo[1] [a]
1 [ilo] [C27] 1+p  [i[n]  [[3]
[en]  [ou] L [ = o [l [
tr_out = poly2trellis(2, [3 1]) D lo1] [1] 1 [ifo] [2]
|Bin| |Oct| |Bin| |Oct|

tr_in = poly2trellis([2 2], [22 1; 31 2])

Fig. 4. Inner convolutional encoder

Fig. 3. Outer encoder

The structural models of the cascaded convolutional encoders are given in Fig. 5
and Fig. 6. The generators of both encoders are presented as polynomials and as bi-
nary and octal digits necessary for defining the encoder trellis in MATLAB [9].

Cascaded convolutional encoder
G.(D)=(1+D*> 1+D+D*> D?)

Cascaded convolutional encoder: j=1

G.(D)=(1+D+D*+D* 1+D+D* D)
1

1 D | D2 | D3

1+D+D?+D? I R U O

1+0*  [1]o]1]
1+ D+ D?
p> [ofof1]

tr_casc = poly2trellis(3, [5 7 1])

Fig. 5. Cascaded convolutional encoder

1+D+D?

Bin

—_

tr_casc_1 = poly2trellis(4, [17 15 4])

Fig. 6. Cascaded encoder, Case I, j =1
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Example 1 shows that the cascaded convolutional code is changed when the inner
encoder is replaced by an equivalent inner encoder. Furthermore, for a given genera-
tor matrix G;(D) there exists an infinite number of cascaded convolutional codes en-

coded by generator matrices GjC(D) = GO(D)TJ- (D)G;(D), j=1,2,3,....
The next example deals with catastrophic generator matrices. Since C, < C; for
R, <1, catastrophicity of the inner generator matrix does not imply catastrophicity of

the generator matrix for the cascade.
Example 2. In this example the outer and the inner generator matrices are chosen
to be the same as in Example 1 and let:

j
Tj(D)z[l +0D ?j (10)

Then G{(D)=T,

matrix, jS(D)z GO(D)TJ- (D)Gi (D) is non-catastrophic for j>1. It can be seen that
=11.
Mention may here be made that if decoding cascaded convolutional codes is per-
formed in two steps (first the inner convolutional code and then the outer one), the
catastrophicity of the inner generator matrix might still be damaging.
Table 1 represents the matrix for modifying the inner generator matrix, the modi-
fied inner generator matrix and the matrix of the cascaded convolutional encoder for
both examples (Case I and Case I1).

(D)G;(D) is catastrophic [7]. However, the cascaded generator

for ] =6 alarger free distance than in Example 1 is obtained, namely d

free

Table 1. Cascaded convolutional encoders

Case | | Case |1
Matrix for modifying the inner generator matrix

wor 3] o0 ¢

Modified inner generator matrix G/(D)=T j (D).G;(D)

, 1 I D , 1+D! 1+D) D+DM™
Gi(D):(D”D‘” D’ DJ Gi(D):[HD D !
Matrix of the cascaded convolutional encoder G J-C(D) =G,(D).T i (D).G,(D)
14D+ D 4 pi?Y 1+D*+D/+DM )
G,(D)=| 1+D+D'* G,(D)=|1+D+D*+D’+D™

D+D2+Dj+1 D2+Dj+l+Dj+2
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3. RESULTS

The generator matrices of the cascaded convolutional codes are given in Table 2
(for Case I) and in Table 3 (for Case II) for j=1+10.

MATLAB scripts are developed for calculating the number of erroneous bits and
the bit error rate (BER) of the cascaded convolutional codes. The algorithms for in-
vestigating convolutional encoders and decoders in the presence of noise when hard-
decision and soft-decision Viterbi decoding is used are presented in [2, 3, 4].

Table 2. Cascaded convolutional encoders — Case |

j=1 |G,(D)=(1+D+D*+D’ 1+D+D’ D)

j=2 | G,(D)=(1+D+D*+D* 1+D+D* D+D?+D’)

j=3 |G,(D)=(1+D+D*+D° 1+D+D° D+D’+D*)

j=4 |G,(D)=(1+D+D*+D°® 1+D+D* D+D’+D°

j=5 |G,(D)=(1+D+D*+D’ 1+D+D’ D+D?+D°)

j=6 |G,(D)=(1+D+D"+D* 1+D+D® D+D>+D’)

j=7 |G, (D)=(1+D+D*+D’ 1+D+D° D+D>+D"

j=8 |Gy (D)=(1+D+D°+D"® 1+D+D" D+D>+D°)
j=9 |G, (D)=(1+D+D"+D" 1+D+D" D+D>+D")
j=10 | G, (D)=(1+D+D"+D™? 1+D+D? D+D>+D")

The simulation results (number of erroneous bits and BER) when soft-decision
Viterbi decoding is used are given in Table 4.

Table 3. Cascaded convolutional encoders — Case 11

j=1 |G,(D)=(1+D 1 D)

j=2 | G,(D)=(1+D’ 1+D+D’ D?+D’+D*

j=3 | G,(D)=(1+D*+D*+D* 1+D+D*>+D’+D* D>+D*+D’)
j=4 |G, (D)=(1+D>*+D*+D° 1+D+D*+D*+D’ D?+D’+D°)
j=5 |G, (D)=(1+D*+D°+D® 14D+D>+D’+D® D>+D*+D’)
j=6 |G,(D)=(1+D>+D*+D’ 1+D+D’>+D°+D’ D’>+D’+D’)
j=7 |G, (D)=(1+D*+D"+D* 1+D+D’>+D’+D* D?+D"+D’)
j=8 |Gy (D)=(1+D*+D*+D° 1+D+D>+D*+D° D>+D’+D")
j=9 | G,(D)=(1+D*+D°+D"® 1+D+D>*+D°+D" D>+D"+D")
j=10 | G,,(D)=(1+D*+D"+D" 1+D+D’>+D"+D" D’>+D'"+D")
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Table 4. Simulation investigating of cascaded convolutional encoders
using soft-decision Viterbi decoding (number & ratio) — Case |

Number of input bits
Encoder
10000 30000 1000000
tr_out (2,[3 1]) 138 374 13096
dfree =3 0.0138 0.0125 0.0131
tr in([22],[221;312]) 4836 14980 500622
dfree =3 0.4851 0.4998 0.5006
tr_casc (3,[5 7 1]) 2 18 562
dfree =6 2.0048e-004 6.0048¢-004 5.6201e-004
tr casc 1 (4,[17 154]) 7 14 184
dfree = 8 7.0211e-004 4.6713e-004 1.8401e-004
tr_casc_2 (5,[33 31 16]) 0 0 55
dfree = 10 0 0 5.5002¢-005
tr_casc 3 (6,[63 61 32]) 0 1 24
dfree = 10 0 3.3380e-005 2.4001e-005
tr casc 4 (7,[143 141 62]) 0 0 7
dfree = 10 0 0 7.0003e-006
tr_casc 5 (8,[303 301 142]) 2 2 10
dfree = 10 2.0109e-004 6.6787e-005 1.0001e-005
tr_casc_6(9,[603 601 302]) 0 1 12
dfree = 10 0 3.3400e-005 1.2001e-005
tr_casc 7 (10,[1403 1401 602]) 1 1 13
dfree = 10 1.0066e-004 3.3407e-005 1.3001e-005
tr casc_8 (11,[3003 3001 1402]) 0 0 15
dfree = 10 0 0 1.5001e-005
tr_casc_9 (12,[6003 6001 3002]) 0 0 5
dfree = 10 0 0 5.0004e-006
tr_casc 10 (13,[14003 14001 6002]) 0 0 8
dfree = 10 0 0 8.0007e-006

In the 1* column of Table 4 the trellis representation in MATLAB of the convolu-
tional encoders (according to Fig. 3 — Fig. 6), and the value of the free distance pa-

rameter of the encoder are given. Then the number of erroneous bits and BER are
presented. The message consists of 10 000, 30 000 or 1 000 000 bits.

4. CONCLUSIONS

In this paper cascaded convolutional codes are described. Two methods for modi-
fying the generator matrix of the inner encoder in the cascade with the aim of improv-
ing the characteristics of digital communication systems are presented. A software
system for simulation investigating cascaded convolutional codes when additive
white Gaussian noise is available is presented in the paper. The scripts developed in
MATLAB allow cascaded convolutional codes to be investigated when hard-decision
and soft-decision Viterbi decoding is used for both the cases of modifying the inner
generator matrix presented in the paper. The results from investigating the cascaded
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convolutional codes using soft-decision Viterbi decoding are given. The results will
be used in the educational process in the course “Channel Coding in Telecommunica-
tion Systems”, included in the curriculum of the specialty “Communications and
Communications Technologies” for the Bachelor educational degree.
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Abstract: In this paper implemented and improved software system for investigating convolu-
tional encoders widely used in digital communication systems when additive white Gaussian noise
is available is described. The results regarding the time necessary for “searching” the “data
bases” of the ““candidates for the best encoders when the constraint length and the number of the
generator polynomials are known and finding out “the best encoder” for the practical example of
the test using hard-decision and soft-decision Viterbi decoding are presented in the paper. The
simulation time may be decreased after excluding the catastrophic convolutional encoders from the
““data bases’; in fact, these encoders do not have a good chance of being “the best™. In this way a
new improved version of the software system for convolutional encoders’ investigation is proposed
in the paper. The results will be used in the educational process in the course “Channel Coding in
Telecommunication Systems™, included in the curriculum of the specialty “Communications and
Communications Technologies” for the Bachelor educational degree.
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1. INTRODUCTION

In telecommunications and information theory, error detection and correction has
great practical importance in maintaining data integrity across noisy channels and
less-than-reliable storage media [9]. Error detection is the ability to detect the pres-
ence of errors caused by noise or other impairments during transmission from the
transmitter to the receiver in a digital communication system. Error correction is the
additional ability to reconstruct the original, error-free data. There are two basic ways
to design the channel code and protocol for an error correcting system: Automatic re-
peat-request (ARQ) and Forward error correction (FEC) [9].

In FEC systems, the transmitter encodes the data with an error-correcting code
and sends the coded message. The receiver never sends any messages back to the
transmitter. The receiver decodes what it receives into the “most likely” data [9]. The
purpose of forward error correction is improving the capacity of a communication
channel by adding redundant information to the data transmitted over the channel.
The two main forms of channel coding are block coding and convolutional coding.
Convolutional codes operate on serial data, while block codes operate on relatively
large message blocks. Convolutional encoders accept a fixed number of message
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symbols and produce a fixed number of code symbols. Their computations depend on
the current set of input symbols and on some previous input symbols [1, 3].

2. PROBLEM STATEMENT - CONVOLUTIONAL CODES

In telecommunications, a convolutional code is a type of error-correcting code in
which each k-bit information symbol (each k-bit string) to be encoded is transformed
into an Nn-bit symbol, where k/n is the code rate (n >K) and the transformation is a
function of the last L information symbols, where L is the constraint length of the
code [3, 7]. The structure of a convolutional encoder is illustrated in Fig. 1. The code
rate is R=k/n=3/4 (Fig. 1). The constraint length L is the number of the input

frames stored in a KL -bit shift register.

Convolutional encoder

L input fra{mes

k-bit | (constraint length) ;
frame | ‘
it A AR . Shift register
B—W ]
Non-coded P e :
input data i
| Logic n-bit
; } J frame
i —
:  Shift register
Vo IH—1
i — i
j N bits Coded
”””””””” ‘ output data

Fig. 1. Convolutional encoding (k =3, n=4, L=5 and R=3/4) [7]

Nowadays convolutional encoding with Viterbi decoding is widely used in mod-
ern communication systems. Convolutional codes [9] are often used to improve the
performance of digital radio, mobile phones, satellite links, and Bluetooth implemen-
tations.

2.1. Software System for Convolutional Encoders Investigation

A software system for convolutional encoders’ investigation is developed using
the computational and graphical environment MATLAB and its extensions Commu-
nications Toolbox and Symbolic Math Toolbox [8]. It was presented in details in
[1, 2, 6]. In this paper an improved version of the software system for convolutional
encoders’ investigation is proposed. It allows the simulation time to be decreased af-
ter excluding from the “data bases” the catastrophic convolutional encoders that do
not have a good chance of being “the best encoders”.
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The software system is composed of four modules. Here, only Module 1 (“Divide
and Search”) and Module 2 (“Convolutional encoding and decoding”) are considered.

2.1.1. Module 1

The first module (Fig. 2) consists of a multitude of created scripts DS L GP.m,
implementing the procedure “Divide and Search”. It comprises the processes “divid-
ing” the encoders’ generator polynomials combinations into two groups: valid and
non-valid, and ,,searching” the valid combinations to find out the encoders with the
maximum free distance parameter, a criterion for the correcting capabilities of the
convolutional encoder. The scripts DS L GP.m allow to pass through all the possible
combinations for generator polynomials of encoders with a code rate R=1/n, with a

given constraint length L and a given number of generator polynomials GP.

————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————

DS L GP.m
; ___________________________ U —————— T
Non-valid Valid stopped Valid non-stopped
; combinations combinations combinations
| @ NVc_L_GP.mat | ©J VSc_L_GP.mat @ VNSc_L GP.mat
' e Valid combinations |
Ifd —————————— Encoders with Encoders with maximum
TS i free distance ! free distance t
is even _1 g
________________ - E free max E free max
T @ omaxdf L GP.mat | || [ maxdf L GP.mat
| 1
! @ -8 - @ = O bestnedf L_GP.mat Catastrophic encoders
. Moaya 1 @ catdf L GP.mat
I Candidates for “the best encoders” L Iy

Fig. 2. The architecture of the software system — Module 1

After passing through all possible combinations for generator polynomials, they
are divided into two groups: 1)non-valid combinations, stored in a ‘“data-base”
NVc L GP.mat and further not investigated — these are the combinations where the
output code symbols do not depend on the current input bit of the message to be en-
coded and/or the most right flip-flop of the shift register, generating the convolutional
code; it means that the condition for defining the code constraint length parameter is
violated; 2) valid combinations, also divided into two sub-groups: valid “stopped” —
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stored in a “data-base” VSc L GP.mat, where the simulation was stopped after ex-
piring a fixed period of time while trying to determine their free distance parameter,
and valid “non-stopped” combinations, stored in a “data-base” VNSc L GP.mat,
where the simulation during the procedure “divide and search” is finished success-
fully as their free distance parameter is determined (calculated). Information about
the corresponding value of the free distance parameter for all valid non-stopped com-
binations is stored in a separate “data base” VNSc L. GP_df.mat. The combinations
(from all valid “non-stopped” combinations) with maximum free distance parameter
d are stored in a separate “data-base” maxdf L GP.mat. If d is an even

number, then the “data base” omaxdf L GP.mat is generated where the encoders with
free distance d —1 are stored. These two ‘“data bases” form the ‘“data base”

free max free max

free max
best L GP.mat where all possible “candidates for the best encoders™ are stored. The
“data bases” maxdf L GP.mat, omaxdf L GP.mat and best L GP.mat also have du-
plicates (maxdf L GP_df.mat, omaxdf L GP_df.mat and best L GP_df.mat) where
information about the corresponding value of the free distance parameter is stored in
the last column.

At the present moment, the following cases are realized: 1) L=3 and GP=2+35;
2)L=4 and GP=2+5; 3)L=5 and GP=2+5; 4)L=6 and GP=2-+3;
5)L=7 and GP=2+3;6) L=8 and GP=2+3;7) L=9 and GP=2; 8) L=10
and GP =2.

For these cases, the number of all possible combinations for generator polynomi-
als of the convolutional encoders (N ), the number of the non-valid (N ), valid

“stopped” (Ny) and valid “non-stopped” (Nyg) combinations are given in Table 1.

The number of the encoders with maximum free distance parameter d ., ..

—1 (N .xar ) and the
number of all encoders-“candidates for the best encoders” (N, ) are also presented

in Table 1.
In the last column of Table 1 the maximum free distance d

(N, .. ), the number of the encoders with free distance d ;. ...

free max 1S g1Ven. It can

be seen that the increase of the number GP of the generator polynomials and/or the
constraint length L rises the maximum free distance of the encoder, respectively its
correcting capabilities. Table 1 contains information about the number of the catas-
trophic convolutional encoders (N_, . ) that must be excluded from the “data bases”

best L GP.mat, respectively best L GP df.mat since these encoders do not have a
good chance of being “the best”. This makes the simulation time to be decreased. For
the case L =3 and GP =2 the number of the catastrophic encoders is determined
from all valid combinations of the generator polynomials.
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Table 1. Number of combinations in all “data bases” when L and GP are known

L _GP N N NV N VS N VNS N maxdf N omaxdf N best N catdf N bestnedf | IMAX df
32 49 17 4 28 2 0 2 8 24 5
33 343 53 8 282 3 15 18 6 12 8
3 4 2401 161 16 2224 34 112 146 0 146 10
35 16807 485 32 16290 10 0 10 0 10 13
4 2 225 89 14 122 16 32 48 6 42 6
43 3375 659 52 2664 12 54 66 0 66 10
4 4 50625 4721 170 45734 24 0 24 0 24 13
4 5 | 759375 | 33371 | 484 [ 725520 830 3340 | 4170 0 4170 16
52 961 401 50 510 2 14 16 4 12 8
53 29791 6407 245 23139 6 72 78 0 78 12
54 | 923521 | 98849 [ 1506 [ 823166 54 528 582 6 576 16
55 |28629151| 1501943 7253 [ 27119955 1086 2124 3210 0 3210 20
6 2 3969 1697 176 2096 202 334 536 94 442 8
6 3 | 250047 | 56207 | 1366 [ 192474 168 0 168 0 168 13
7 2 16129 6977 584 8568 14 182 196 24 172 10
7 3 | 2048383 | 470303 | 7235 [ 1570845 [ 216 0 216 12 204 15
8 2 65025 28289 [ 1914 [ 34822 1706 3568 5274 | 1118 4156 10
8 3 [16581375[3846719]40645[ 12694011 [ 50246 | 152443 |1202689| O 202689 16
9 2 | 261121 | 113921 | 6076 [ 141124 138 1104 1242 118 1124 12
10 2 | 1046529 | 457217 | 19264 570048 | 13492 | 31838 | 45330 0 45330 12

3. RESULTS

MATLAB scripts are developed for calculating the number of erroneous bits and
the bit error rate (BER) of the convolutional codes. The algorithms for investigating
convolutional encoders and decoders in the presence of noise when hard-decision and
soft-decision Viterbi decoding is used are presented in [2, 3, 4].

The results regarding the time necessary for “searching” the “data bases” of the
“candidates for the best encoders” when the constraint length L and the number of the
generator polynomials GP are known and finding out “the best encoder” for the prac-
tical example of the test using hard-decision and soft-decision Viterbi decoding are
presented in Table 2 (in seconds, minutes and hours). The number of the information
bits is k=1 000 000.

Table 3 shows that simulation time may be decreased after excluding the catastro-
phic convolutional encoders from the “data bases™ since these encoders do not have a
good chance of being “the best”.
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Table 2. Simulation results for all encoders in the “data bases” best L GP_df.mat

Number of information bits: k = 10°
o Mode: Mode:
EE‘ ig;d; r fiugﬁzia:f0?$21gagztz) Viterbi algorithm - hard-decision Viterbi algorithm - soft-decision
sec min h sec min h
2 (best 3 2 df.mat) 101.859000 1.6977 - 15.062000 - -
32 [4(VSc 3 2.mat) 205.218000 3.4203 - 30.687000 - -
28 (VNSc 3 2 df.mat) 1442.093000 [ 24.0349 - 219.829000 3.6638 -
3 3 [18(best 3 3 df.mat) 1374.859000 | 22.9143 - 56.016000 - -
34 |146 (best 3 4 df.mat) 14252.407000 | 237.5401 | 3.9590 1598.672000 | 26.6445 -
35 |10 (best 3 5 df.mat) 1247.547000 | 20.7924 - 134.547000 2.2424 -
4 2 |48 (best 4 2 df.mat) 2527.938000 | 42.1323 - 435.672000 7.2612 -
4 3 |66 (best 4 3 df.mat) 4990.469000 | 83.1745 | 1.3862 702.141000 11.7024 -
4 4 |24 (best 4 4 df.mat) 2399.266000 | 39.9878 - 302.000000 5.3333 -
4 5 4170 (best 4 5 df.mat) 577097.124000 [ 9618.2854 | 160.3048| 61382.876000 | 1023.0479[ 17.0508
52 |16 (best 5 2 df.mat) 864.000000 14.4000 - 185.500000 3.0917 -
53 |78 (best 5 3 df.mat) 7027.937000 | 117.1323 | 1.9522 1098.750000 18.3125 -
54 |582 (best 5 4 df.mat) 60374.203000 | 1006.2367| 16.7706 | 8467.640000 | 141.1273 | 2.3521
55 13210 (best 5 5 df.mat) 448601.452000 | 7476.6909 | 124.6115| 54004.734000 | 900.0789 | 18.0016
6 2 |536 (best 6 2 df.mat) 30916.532000 | 515.2755 | 8.5879 [ 8028.359000 | 133.8060 | 2.2301
6 3 |168 (best 6 3 df.mat) 13464.000000 | 224.4000 | 3.7400 | 2753.281000 | 45.8880 -
7 2 [196 (best 7 2 df.mat) 12619.172000 | 210.3195 | 3.5053 | 4213.000000 70.2167 | 1.1703
7 3 216 (best 7 3 df.mat) 18911.281000 | 315.1880 | 5.2531 4973.125000 | 82.8854 | 1.3814
8 2 |5274 (best 8 2 df.mat) 421863.910000 | 7031.0651 | 117.1844 | 178919.842000 | 2981.9974 | 49.7000
9 2 1242 (best 9 2 df.mat) 129143.394000 [ 2152.3899( 35.8732 | 72932.891000 | 1215.5482| 20.2591

Table 3. Reducing the simulation time

Number of information bits: £ = 10°

o Mode: Mode:

Encoder| Number of combinations Viterbi alzori hard.decisi Viterbi alzori £t decisi

iterbi algorithm - hard-decision iterbi algorithm - soft-decision
L _GP |for simulation (data bases) g g

sec min h sec min h
536 (best 6 2 dfmat) 30916.532000 | 515.2755 | 8.5879 | 8028.359000 | 133.8060 | 2.2301
6_2 |442 (bestnc 6 2 df.mat) 25500.156000 | 425.0026 | 7.0834 | 6590.516000 | 109.8419 | 1.8307

1 17.5% 1 17.5% 117.9%

5274 (best & 2 df mat) 421863.910000 | 7031.0651 | 117.1844|178919.842000 | 2981.9974| 49.7000
82 |4156 (bestnc 8 2 dfmaf) |318038.718000 [5300.6453 | 88.3441 | 140743.031000 |2345.7172 | 39.0953

| 21.2% 124.6% 121.39%
1242 (best 9 2 df.mat) 129143.394000 | 2152.3899 | 35.8732 | 72932.891000 [1215.5482| 20.2591
9 2 1124 (bestnc 9 2 dfmat) |113703.140000 |1895.0523 | 31.5842 | 65961.766000 |1099.3628| 18.3227
1 9.5% 112.0% 19.6%

It can be seen (Table 3) that:

> in case of L =6 and GP = 2, the number of encoders to be tested is reduced by
17.5 %, the simulation time 1s reduced by 17.5 % when hard-decision Viterbi
decoding is used and by 17.9 % when soft-decision Viterbi decoding is used.

> in case of L =8 and GP = 2, the number of encoders to be tested is reduced by
21.2 %, the simulation time is reduced by 24.6 % when hard-decision Viterbi
decoding is used and by 21.3 % when soft-decision Viterbi decoding is used.
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> in case of L =9 and GP = 2, the number of encoders to be tested is reduced by
9.5 %, the simulation time is reduced by 12.0 % when hard-decision Viterbi
decoding is used and by 9.6 % when soft-decision Viterbi decoding is used.

4. CONCLUSIONS

In this paper implemented and improved software system for investigating convo-
lutional encoders widely used in digital communication systems when additive white
Gaussian noise is available is described. The results regarding the time necessary for
“searching” the “data bases” of the “candidates for the best encoders” when the con-
straint length and the number of the generator polynomials are known and finding out
“the best encoder” for the practical example of the test using hard-decision and soft-
decision Viterbi decoding are presented in the paper. The simulation time may be de-
creased after excluding the catastrophic convolutional encoders from the “data bases”
since these encoders do not have a good chance of being “the best”. In this way a new
improved version of the software system for convolutional encoders’ investigation is
proposed in the paper. The results will be used in the educational process in the
course “Channel Coding in Telecommunication Systems”, included in the curriculum
of the specialty “Communications and Communications Technologies” for the
Bachelor educational degree.
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Pezome: The influence of ionization on the material parameters in the propagation of high-
intensity femtosecond laser pulse is studied. The spatio-temporal dynamics of the pulse and the evo-
lution of the material parameters are described self-consistently within an advanced physical
model, including (3+1)D nonlinear envelope equation as a propagation equation. The evolution of
the material parameters and their influence on pulse propagation dynamics is found.

Keywords: pulse propagation, nonlinear envelope equation, material parameters, ionization,
pulse compression

1. INTRODUCTION

The high-intensity laser pulse propagation may cause strong modification of the
material parameters by a number processes. Among these, the role of ionization is es-
pecially important because the generated free or quasi-free electrons have strong con-
tribution to the refractive index, create substantial losses and, as has been recently
shown, strongly modifies the group velocity dispersion [1]. The group velocity dis-
persion, and especially its sign, plays a crucial role in the pulse propagation. At posi-
tive group velocity dispersion, the optical pulse usually spreads and splits in time [2-
4], while formation of an optical soliton may take place at negative group velocity
dispersion [5]. Self-compression of femtosecond laser pulses and stable propagation
of the compressed pulse has been discovered in a number of media at positive group
velocity dispersion regime [6-8]. The modified material parameters may strongly af-
fect the pulse propagation by a number of self-action processes. That is why knowl-
edge of the role of ionization in a real propagation regime has great importance for
the prediction of the pulse propagation dynamics. In this work have studied the influ-
ence of ionization on the material parameters in a dynamical propagation regime.



Advanced Aspects of Theoretical Electrical Engineering Sozopol 2009 125

2. PHYSICAL MODEL

We consider an advanced physical model described in [9]. The field is presented
in terms of the envelope-carrier concept [10]

E(t)=E,(t)exp (—io, t + ip) + C.C. (1)

The propagation equation within the specified physical model is the (3+1)D non-
linear envelope equation (NEE) (in standard notations [9])

; 2
%_ —T‘lv A + iDA @)
0z 2Kk,

+iT°n2T (1-x)

N dt' | A —i%nJWA

T'pA - pA — —BMP'<A)A
o, 2 2

The physical processes involved in the model are: linear processes, diffraction and
dispersion (the first and the second terms, respectively), nonlinear processes in the
neutrals, cubic and quintic non-linearity (third and the forth terms, respectively), and
processes associated with the ionization, the ionization modification of the refractive
index, collisional ionization by inverse bremsstrahlung and multi-photon/tunneling
ionization losses (fifth, sixth and the seventh terms, respectively). The cubic term in-
cludes both, the instantaneous and the non-instantaneous response of the medium.
The electron number density © is described by a kinetic equation (5), [9]

op

P Wiy, - 0)\/34 - f(p) 3)

The ionization rate W(l) is described within the Perelomov-Popov-Terent’ev (PPT)
theory [11], which appears to be the best general ionization theory.

5 2n*-|m|-3/2
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In some cases, a direct fit of the experimental ionization data of given atom/molecule
in terms of multiphoton ionization rate [9] may lead to better result.

L
nl

4
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Wy =0y 1" 4)

Both way of description of the ionization rate have been used in our studies.

We have further developed the physical model to account for the role of ionization
on the group velocity dispersion (GVD). The ionization contribution to the GVD is
given by (standard notations) [1]

e’X’N,
By = - (5)

3/2
242
e’A’N
2n’m,ct|1- :
nm,c

The high-intensity femtosecond pulse propagation is described solving self-
consistently the equations (2)-(4), taking into account the ionization contribution (5)
to the total GVD of the medium.

3. RESULTS AND DISCUSSION

We consider laser pulses of 2mJ energy propagating in pressurized argon of Satm
pressure. The initial pulse 1is a linearly polarized chirp-free Gaussian,

E(r,z=0,7) = E, exp(— r2/2r02 — 72/273), in space and in time of 150 fs time duration
(full width at half maximum (FWHM)).

The development of the ionization rate, the electron number density, and the ioniza-
tion contribution to the group velocity dispersion are shown in Fig. 1 (a), (b), and (¢),
respectively. Due to the strong intensity dependence of the ionization rate, the sub-
stantial ionization of the medium is localized around the peak of the optical pulse
only, Fig.1 (a). The electron number density shows an integral behavior because the
electron recombination occurs in much longer time scale than the pulse duration,
Fig.1 (b). The ionization contribution to the GVD is entirely negative, Fig.1 (¢), and
instantaneously follows the electron number density. The development of the beam
radius, the peak intensity of the pulse and the time duration are shown in Fig. 2 (a),
(b), and (c), respectively. The transversal width of the pulse, the beam radius, rapidly
collapses down to about 45zm due to the self-focusing and then continues propagat-
ing keeping the beam size almost constant. In the same time, the peak intensity rap-
1dly increases until the ionization rate becomes substantial. The further increase of the
pulse intensity is limited due to the substantial ionization losses, Fig.2 (b). The
growth of the peak intensity is accompanied by a self-compression of the pulse dura-
tion, Fig. 2 (¢). The evolution of the total GVD during the pulse propagation is shown
in Fig. 3. At low peak intensity, the total GVD remains unchanged. Once the pulse
reaches high enough value to cause substantial ionization of the medium, the total
GVD rapidly drops down, reaching even negative values. Such effect has been called
ionization induced inversion (1°) of the GVD [8]. At suitable conditions, one may ex-
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pect substantial change in the pulse propagation dynamics due to the effect of the I°.
This is the first observation of inversion of the total GVD in a dynamical propagation
regime. The evolution of the temporal profile of the pulse is show in Fig.4. The main
stages of the pulse propagation, i.e., the pulse compression, the stable propagation,
and the pulse splitting, are well reproduced in the simulations.
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4. CONCLUSIONS

The influence of ionization on the material parameters has been studied in the propa-
gation of high-intensity femtosecond laser pulses. Ionization induced inversion of the
group velocity dispersion has been found for the first time in a dynamical propagation
regime. The modified material parameters well reproduce qualitatively the main
stages of the pulse propagation dynamics: pulse compression, stabilization of the
pulse propagation along given distance and the pulse splitting.
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Abstract: In this paper is presented the method for synthesis of generalized Van der Pol oscilla-
tor systems using Melnikov function. The oscillations in such systems are regarded as limit cycles in
perturbed Hamiltonian systems under polynomial perturbations of arbitrary degree. The method of
synthesis is based on appropriate computation of perturbation coefficients, so that the prescribed
properties are fulfilled.

Keywords: modified Van der Pol equation, limit cycles, Melnikov function
1. INTRODUCTION

The self-sustained oscillations appear in non-linear dynamical systems under the
conditions that there is no external periodic signal. Form, amplitude and frequency of
those oscillations stays constant win long period of time, they do not depend in range
from the initial conditions and they are determined from the features of the system
itself. It’s possible that one or more areas of initial conditions exist, such that for
every initial condition which belongs to a given area, the oscillator system has one
and the same amplitude. This means that in self-sustained oscillator systems can ex-
Ists few stationary process with different amplitudes, and every single process estab-
lish itself in the system depending of chosen area of initial conditions.

The presented paper proposes a method of synthesis of self-sustained systems, de-
scribed by generalized Van de Pol equation, which have two stable oscillations with
given in advance parameters.

2. BASIC PRINCIPLES OF SYNTHESIS SELF-SUSTAINED SYSTEMS,
DESCRIBED BY GENERALIZED VAN DER POL EQUATIONS

Self-sustained systems, described by generalized Van der Pol equation generate
sinusoidal oscillations with different amplitudes. These oscillations are depictured on
the phase plane like limit cycles. For synthesis of such systems is very convenient to
represent generalized Van der Pol equation like autonomous system which is close to
the system of ideal harmonic oscillator, i.e.

X=y+e(@Xx+ax’ +---+a,  xX")

s ®
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When & =0 we have unperturbed system, which is Hamiltonian with Hamiltonian
function

1 1
H(x,y):§x2+§y2

Unperturbed system possesses a single equilibrium point - (0,0), which is a “cen-

tre”. This equilibrium point is surrounded from a family of closed trajectories, for
which we assume that they are parameterized with parameterh. In this case the equa-
tion of given closed trajectory is obtained in the following way:

Fo(h):H(x,y)=%x2+%y2 —hheQ=(0,x) 2)

In the phase plane the curve T,(h)is a circle with radius

r=+2h (3)

Lets ¥ is a Poankare section, which coincides with the positive part of y axes and
let’s X is parameterized as well with parameter h. Then Melnikov function for sys-
tem (1) build onX has the following form

M(h) = 4zh.(h) (4a)

o BB ]
2°\1 2° |\ 2 2" \n+1

It is well known that positive roots of the equation
M(h)=0 (5)

determine the limit cycles in system (1) [4], [5], [6]. Moreover if h, is positive root
with multiplicity m, m>1, for equation (5), then in O(&) neighbourhood of h,exist
h,, such that system (1) has limit cycle I", (h_) with multiplicity m, m>1. The limit
cycle I',(h,)is localized in O(g) neighbourhood of I7,(h,)and it tends to I7,(h,),
when & — 0.The stability of the limit cycle T",(h. ) is determined from the sign of
™ (h,) .

Practically in the time frame limit cycle is represented with the following func-
tions

where

X(t) =/2h, sint = A_sint

y(t) =/2h, cost = A cost (6)
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It is easy to see, that positive roots (along with their multiplicity) of equation (5) are

determined from the equation
a,., [[2N+2) ,
e h 7
{2”*2}(n+1 ] } ()

G EHEEINS

M'(h) =47ha'(h) + 4zhm(h),
M"(h) = 4zham"(h) + 8zham'(h),
M"(h) =4zham™(h) +12zh¢m"(h), and so on

From equations

It follows that if h, is a positive root with multiplicity mof equation (5), than

M™(h,) and #™ (h,)have one and the same sign. Therefore with limit cycle analy-
sis from now on, instead of roots of equation (5) we will seek the roots of equation
(7) and instead of sign of derivative M™ (h)we will determine sign of %™ (h).
Equation (7) is homogeneous with respect to constantsa,,as,...,a,,,,, therefore
we will assume, that a, =1 and this will not decrease the generalization of our discus-

sion.

Equation (7) is polynomial equation from power n with respect to h and it is
possible to have no more than n positive roots. These roots (when we have given in
advance coefficientsa,,a,,...,a,,,,) determine according to equation (6) amplitudes

of arisen in system (1) limit cycles, or oscillations. From here, if we think backwards
we will obtain the main idea of synthesis of self-sustained systems, described by sys-
tem (1). For example, if we want to derive system having oscillations with given am-
plitudes, then to these amplitudes according to equation (6) correspond values of pa-
rameter h. In fact these values are zeroes of Melnikov functionM(h) (respectively
zeroes of a(h) function). But it is well known that if we have given in advance ze-

roes of a polynomial, then his coefficients can be determined definitively. One way to
do this is by using Viet formulas. In this way, if the amplitudes of desired oscillations
are given in advance we can determine the coefficients of perturbation a,,a,,...,a,,,

in polynomial #(h), and from here in the system (1), so in this way it will possess the
desired oscillations.

3. SYNTHESIS OF SELF-SUSTAINED SYSTEMS WITH TWO STABLE
OSCILLATORS

From the common theory of limit cycles we have that systems with two stable os-
cillations should poses three limit cycles (two stable limit cycles and one unstable), or
two limit cycles (one stable limit cycle and one semi-stable limit cycles, which has
multiplicity 2). If we have in mind that for every limit cycle corresponds root of the
equation (7), this lead us to the conclusion, that in the first case equation (7) should
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has three different positive roots, and in the second case two different positive roots,
and one of this roots should has multiplicity 2. In both cases a4(h) function has to be

cubic polynomial. In this case from equation (7) we obtain:

35 5 3 1
M(h):Ea7h3+Za5h2 +Za3h+520 (8)

Therefore in this case Melnikov function and perturbation in the system (1) as well
contains the coefficients a, =1,a,,a;, and a,. Then system (1) has the following

form:
X=y+e(x+a,x’+ax’+ax’)

. (9)
y=-X

Further we will determine the coefficients a, =1, a,, a, and a,, such as the system (9)
to posses oscillations with amplitudes given in advance.
Lets have given amplitudes A ;, i=123, of sinusoidal oscillations, that we want

system (9) to posses. These amplitudes are equal to radiuses of corresponding to the
oscillations limit cycles, i.e. r, = A_ ;. Then from equation (3) we obtain

1 1 :
hyi==r’==A%i=12,3 10
0.i 2 2" i ( )

The values hy;,i=1,2,3, are roots of cubic equation (8). Thus according to Viet for-

mulas we obtain:
hoy +hy, +hos=- 5142, _ 25
' ' ' (35/16)a,  7a,
(3/4)a; 12a,
(35/16)a, 35a,
&2 _ 8

he . hooh . =— _
Or02s T (35/16)a,  35a,

ho1h.2 + g 2N 3 + Ny 3hg 5 = (11)

System (11) allows, if the roots h,;,i=1,2,3 are known, to determine coefficients
a,,a; and a,, such as system (9) to posses desired oscillations. To determine stabil-
ity of limit cycles (as well stability of oscillations) we use the following derivates:

105 5 3
M'(h)y=—"ah?’+Za.h+=a,, 12a
(h) 16 & 53+ (12a)

91" (h) zl%f’am ; ga5, (12b)
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Now finally we can define the problem and the procedure for synthesis of self-
sustained systems with two stable oscillations.

Defining the problem of synthesis:

Problem 1: Determine the coefficients a,,a, and a,, such as the system (9) to
posses two stable oscillations with corresponding amplitudes A, and A, , and one
unstable oscillation with amplitude A, ,, where A , > A , > A, ,. Note that to these

oscillations correspond three simple limit cycles.
Problem 2: Determine coefficients a,,a, and a,, such as the system (9) to posses

one stable oscillation with amplitude A, , and one unstable oscillation with amplitude
A, where A ,>A, ,. Note that in this case to the oscillation with amplitude A,

corresponds simple limit cycle with multiplicity 2 and root of polynomial (8) with
multiplicity 2.

Synthesis procedure:
1) Determine values hy;,i=1,2,3, using formula (10)
2) Solve system (11) and determine a,,a. and a,.

3) Determine derivates M'(h,;) and "(h,;),i=1,2,3 and choosing &, such as
the corresponding oscillations to have a given stability

4. EXAMPLES OF SYNTHESIS OF SELF-SUSTAINED SYSTEMS
WITH TWO STABLE OSCILLATIONS

Example 1: Synthesize self-sustained system with two stable oscillations with
amplitudes A, =3 and A ; =1 and one unstable oscillation with amplitude A, , =2.

Solution:
1) We determine values hy;,i=1,2,3using formula (10)

1 1 9
hy,==A> ==3*=—
2™ 27 2
1 1
h.,,=—A%, ==22=2 (13)
N % ’ % 1
ho,a_z 2,3:21225

2) System (11) takes the following form
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12a, 49 (14)

from here we obtain
49 28 16 (15)

a,=——", 8y =—,8 =———
27" % 45" 315

From here we get the final form of system (9):

X = y+g(x—£x3 28 x> — 16 x")
27" 25" 315 (16)
y=-X
3) From (12a) we obtain
ﬂfm)z—lhz 14, 49
3 9 36
2
m'(hM):m'(?j:_l(?j J149,,49_ 10
! 2 3\ 2 92 36 9
1 14 49 5
Mm'(h,,)=M(2)=—=2° +—2h+ —>0
(o) =9(2) 3 9 36 12
2
M(hog):m(lj:_l(lj LAl 49 2
! 2 3\ 2 92 36 3

We choose ¢ >0, because inequalities enm'(h,,) <0, em’'(hy,) >0, em'(hy,) <0,

mean that, oscillations with amplitudes A, and A, are stable, but oscillation with
amplitude A, , is unstable. On fig. 1 is depicted the phase portrait of system (16).

Example 2: Synthesize self-sustained system with one semi-stable oscillation with
amplitude A, , =2 and one stable oscillation with amplitude A, ,=1.

Solution:
1) Determining of values hy;,i=1,2,3 with formula (7):
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(17)

0.07

Fig. 1. Phase plane of system (17), with &

2) Formula (8) has the following expression:

(18)

From where we obtain

(19)

Thus we obtain the final expression of system (10):

(20)

")

16
— =X

5
35

12
+22X
5

X=y+e&(x—-3x°

y

—X
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3) From eq.(5) and (9) we obtain

9 1 1
M) =-h>+3h* + Zh+==—-(h-2)(h-2)?
(h) ANt (h—2)( 2)

9'(h) ==3h? + 6h —%
M"(h) =—-6h+6
! ] 2 9 9
M'(hy,) =M'(2)=-3.2 +62-7=—7 <0
1 1 .1 9
M(hy,)=M| = |=-3-+6=->=0
(o.) (2) 4 2 4

M'(h,,) = m(%j =—6%+ 6-3>0

We choose ¢ >0, because inequalities e'(h,,) <0, sm'(h,,) >0, mean that, os-
cillation with amplitudes A, is stable, and oscillation with amplitude A, is stable

inside and unstable outside.
On fig. 2 is depicted the phase portrait of system (17)

25

2

15

1

0.5

0

-0.5

-1

-1.5

-2

-2.5
-2.5

Fig. 2. Phase plane of system (17), with & =0.15
5. CONCLUSION

| choose & >0, because inequalities e’(hy,) <0, em’(h,,) >0, mean that, oscil-
lation with amplitudes A, is stable, and oscillation with amplitude A, , is stable in-
side and unstable outside.
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Abstract: The Passive Transmission Lines (PTLs) are promising technique for long-distance on-
chip SFQ pulse transmission. Their main drawback, however, is the bad matching with the Rapid
Single Flux Quantum (RSFQ) circuits, causing signal reflections and even misfunctionality of the lat-
ter. A novel methodology for design of PTL drivers and receivers matching any RSFQ circuit to a
PTL with certain characteristic impedance has been recently proposed in the literature. Two layouts
for experimental verification of the functionality of this methodology have been fabricated and suc-
cessfully tested. Here we present the experimental verification results of both fabricated layouts.

Keywords: Single Flux Quantum (SFQ) pulse transmission, Passive Transmission Lines.

1. INTRODUCTION

With the increasing speed and complexity of low-temperature superconductive
Rapid Single Flux Quantum (RSFQ) digital circuit [1, 2], the efficiency of long-
distance on-chip SFQ pulse transmission becomes more and more important in re-
spect of the total circuit performance. Currently, the modern RSFQ designs use two
techniques for such a signal exchange — via Josephson transmission lines (JTLs) and
via passive transmission lines (PTLs). The JTLs are very robust, have large parameter
margins, provide a perfect matching to the RSFQ circuits, and perform an excellent
regeneration and shaping of the transmitted SFQ pulses. The main drawbacks of the
JTLs — the low SFQ pulse propagation speed and large dc bias current consumption —
restricting the application of the JTLs as long-distance SFQ pulse transmitters within
ultra-high-speed RSFQ digital devices. The characteristics of the PTLs are just oppo-
site. Their SFQ pulse propagation speed is 5-10 times higher than the JTLs and they
do not consume dc bias current. Nevertheless, their main drawback is the bad match-
ing with the RSFQ circuits, causing signal reflections and even misfunctionality of
the latter.

The aim of our previous studies [3-5] had been the improving of the drawbacks of
the both techniques for SFQ pulse transmission. Many design efforts have been dedi-
cated to the invention of PTL Drivers and Receivers ensuring an acceptable matching
between the real and frequency independent impedance of the PTLs and strongly
nonlinear RSFQ digital circuits [6-9].

A novel methodology for design of PTL drivers and receivers matching any
RSFQ circuit to a PTL with certain characteristic impedance has been recently pro-
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posed in [10]. Two layouts for experimental verification of the functionality of this
methodology have been fabricated and successfully tested [11]. Here we present the
experimental verification results of both fabricated layouts.

2. SFQ PULSE TRANSMISSION VIA PASSIVE TRANSMISSION LINES

The RSFQ circuits are extremely nonlinear and practically cannot be described in
frequency domain, while the impedance of the superconductive PTLs can be consid-
ered as real and frequency independent. Therefore, a full matching between a PTL
and an RSFQ circuits is impossible. The problem can be partly solved by introducing
a Driver and a Receiver between the PTL and the communicated RSFQ circuits, as
shown below on Fig. 1.

Long PTL

RSFQ 1 PTL | | ] FIL RSFQ 2

Diriver Eecerver

Zg

Fig. 1. Matching of the PTL to the RSFQ digital circuits
via PTL Driver and Receiver

The design methodology of the PTL Driver and Receiver showed in this work is
mainly based on [9], but 2-stage schemes of JTLs are used for both gates. As we have
already demonstrated in [12], both the SFQ pulse propagation impedance and the
weak-signal impedance of a JTL with at least 2 stages are invariant from the JTL
termination, i.e. with 2-stage Driver and Receiver the matching requirements can be
fulfilled for any RSFQ termination of these gates.

The SFQ pulse propagation impedances both of the PTL Driver and PTL Receiver
can be approximated as a resistor and a capacitor in parallel [6]. The topology of the
PTL Driver and Receiver, shown on Fig. 2, allows matching only of real part of the
gates’ SFQ pulse propagation impedances to the impedance of the PTL.

Driver Feceiver

Ldl Ld2yLd3 Ld4 Ry Ze
H

RSFQ |
(JTL)

| RsFQ
(JTL)

Fig. 2. Topologies of the PTL Driver and Receiver performing the matching between RSFQ gates
and PTLs with the characteristic impedance of the PTL — Z.

A small resistor Ry is put at the output of the PTL Driver to break the large super-
conductive loop formed by the Driver’s output junction, PTL and the Receiver’s in-
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put junction. Thus, undesired trapping of SFQ pulses within this loop is avoided. The
element values and the gates’ layouts designed according to the rules of the 4um
1kA/cm® Nb/ALO;-Al/Nb fabrication technology of PTB-Braunschweig [13] can be
found in [10]. An optimal matching is reached for a characteristic impedance of the
PTL Z.= 2.4Q.

3. LAYOUTS AND TESTING OF THE PTL DRIVER AND RECEIVER

Two circuits for the experimental verification of the functionality of the PTL
Driver and Receiver have been designed, fabricated and successfully tested. Their
layouts are schematically shown below:

1) The circuit for experimental verification of the functionality of the PTL Driver
and Receiver — Fig. 3.

PTL lmm

DCREFQPFITL-4 | Drrver | —{F.ecewerf— ITL-4 — SFQ/DC

=1

b)

Fig. 3: a) block-scheme and b) photo of the DC/DC convertor for testing the PTL Drivers
and Receiver

The circuit performs a DC/DC conversion — include the DC/SFQ convertor, two
4-stage JTLs, PTL Driver, 1 mm long PTL, PTL Receiver and the SFQ/DC convertor.

The result of experimental verification is monitored at the oscilloscope and it is
shown on Fig. 4.

The period of the input chain has been 1 ms, and a high-speed test of this circuit
has not been performed. The result of experimental verification present correct work
of the PTL and the Drivers and the Receiver.

2) Ring-shaped SFQ oscillators for direct experimental verification of the match-
ing between an RSFQ circuits and a PTL and with Driver and Receiver — Fig. 5.

Ring-shaped SFQ oscillators for direct experimental verification of the matching
between an RSFQ circuits and a PTL and with Driver and Receiver consists four
equal sections with two 2-stage JTLs, PTL Driver, I mm long PTL and PTL Receiver.

If a single SFQ pulse is generated by the DC/SFQ converter, it goes through the
merger into the ringshaped oscillator, and starts to circulate in it.
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Fig. 4. Signal flow in the case of DC/Dc conversion.
1 - excitation signal of the DC/SFQ convertor, 2 - output signal of the SFQ/DC convertor.
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Fig. 5. Block-scheme of the test circuit for the experimental verification of
the matching between an RSFQ circuits and a PTL and with Driver and Receiver.

If 7,ing 1s the total delay of the oscillator, a chain of SFQ pulses with period 7,
appears at node OUT and the mean voltage measured at OUT is

— D
U:TO. (1)

ring



Advanced Aspects of Theoretical Electrical Engineering Sozopol '2009 143

In this way, 7., 1s obtained experimentally as

o
ring = TO ) (2)
U
and the time-delay of the PTL acquired
(Trin - Ta )
Tpr = gTdd ~ Tpry-REC > (3)

where:

— T.q 18 time-delay of the additional components — Merger, 2-stage JTLs and
Splitter, determinated experimentally;

— Tpry and g are time-delay of the Driver and Receiver, determinated by simula-
tion.

Layouts of the ring-shaped oscillators for the experimental verification of the
matching between an RSFQ circuits and a PTL and with Driver and Receiver shown
on Fig. 6 and Fig. 7 (ring-shaped oscillator of the additional components).

PTL lmm

Fig. 6. Ring-shaped SFQ oscillators for the experimental verification of
the matching between an RSFQ circuits and a PTL and with Driver and Receiver

Of the results of the experimental verification for the time-delay of the long 1 mm
PTL obtain t,,, =8.4ps/mm.
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Fig. 7. Ring-shaped SFQ oscillators of the additional components

5. CONCLUSION

The bad matching of the PTLs to the RSFQ circuits, which currently restrict their
application as long-distance SFQ pulse transmission, san be improved if PTL Drivers
and Receivers are used.

The existing techniques for matching of the PTLs to the RSFQ circuits have been
also improved. Here, 2-stage RSFQ PTL drivers and receivers have been designed as
separate gates. Their structure is chosen to make their weak-signal and SFQ pulse
propagation impedances independent on the RSFQ terminations. Thus, a matching
between any RSFQ circuit and a long PTL with certain characteristic impedance is
ensured.
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Abstract. The subject of the present article is the study of a new feedback method of analysis by
the harmonics correction of the signal. The present article offers some possible solutions of achiev-
ing this feedback correction while using a PC Scope. The emphasis is laid on a practical solution in
the study of the harmonic component of the signal.

Keywords: total harmonic distortion (THD), intelligent spectral correction, measuring and re-
jection of the fi,.

INTRODUCTION

This article is the our next step in the development of intelligent system for cor-
rection of nonlinear distortions. The present article examines a new method of analy-
sis and correction of the total harmonic distortions by correction the input spectrum.
The article offers a model for structural feedback correction in it, using tracking har-
monious composition of the source signal. The measured output signals after Fourier
decomposition can be represented by their harmonics. This information serves as a
baseline assessment of distortions [3], [5]. Selective inhibition of entry and correction
spectrum gives us the possibility of correction. The article proposes a structural
model for intelligent feedback correction the input spectrum. This will lead to reduc-
ing the number of harmonics in the nature of the output signal and a significant re-
duction of nonlinear distortions.

1. Know methods for THD measurement and development the model
of the system

In the theory of the measurement of the THD it is indicated that the periodical
signal is not always sinusoidal [1]. When this signal passes through electrical and
electronic devices, they modify it. When in the input of a non-linear system can be
submitted a harmonic signal in the output, we have additional spectrum components
[5]. Most reasons often are: non-linearity characteristics of the semiconductors [6] in
the linear amplification [4], non-linearity characteristics of the reference generator in
Class D audio, non-linearity caused by the attached modulation limiting the input
signals; complex output load; method for designing the printed circuit boards. Distor-
tions of this type are called total harmonic distortion (THD) [1].
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Analysis of these signals can be presented as a sum of sinusoidal (harmonic) val-
ues with different frequency and initial phase (Fourier transformation). For example,
a periodic voltage without a DC component can be determined by this equation:

U(t) = U s SINDE + Q1) + Uy SIN@E+ @) + U SIN@E +@3) + U oy SIN(@.2+0,) (1)

Where: U, x> Us max s> U
and @1, @2, ..., on 1s the starting phase of the voltage harmonics.

is amplitude value of the harmonic components

nmax

The efficiency value of voltage u(t) can be determined by the effective values Uy,
U,, ...,U, of the harmonic components:

U=U’+U," +U +U, +.4U,] )

If the voltage u (t) is not distorted, only sinusoidal one, in expression (2), it will
be only the cost of the basic (first) harmonics, or U = U;. In all other cases U > U,.

The degree of nonlinear distortion is also called total harmonics distortion (THD).
It is an effective relation of the total value of all harmonics, without the effective
value of the first harmonics. This method of presentation may be presented by the
equation:

\/U22 +U, +U, +..+U°

THD, — U
1

K

.100% 3)

A different equation may be given when the value, instead of performing the first
voltage harmonics U;, measures the effective value of the whole voltage U. Coeffi-
cient of nonlinear distortions in this case is defined by the equation:

\/U22 +U+U, +..+U°

THD, — U

K

.100% (4)

At low rates of THD (Kyzyp <0.1%) the coefficient Kypyp = Kyyyp, - Both coeffi-
cients are interrelated by the equation:

KTHD2 KTHDI
KTHDl I KTHD2 R ()

o KTHD2 - KTHD1

From expressions (3) and (4) it is noted that the coefficient of nonlinear distor-
tions can be determined by pre-measured values U, U,, Us,...,U, of all harmonics.
This is done by spectrum analyzers. Coefficients Ky, and Ky, may be determined
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by a method where the estimated accuracy of measurement is 0.5%. This is achieved
by direct measurement of complex variables of the voltage representing numerator
and denominator. Expressions (4) and (5) show the relationship

2 2 2 2
U, +U,;"+U, +..+U_
2 2 2 2
U - +U,”+U, +U, +..+U,

K —.100% (6)

THD, —

The known methods evaluate the distortion from the value of the individual har-
monics [5], but the spectrum of the input signal should be taken into consideration.
This spectrum can be corrected, thus reducing the output distortion.

The idea of adjusting the input spectrum came up during a research of digital au-
dio amplifiers [6]. We must comply with the minimum distortion in the output signal.
Often times when measuring the THD different distortions are observed and they are
caused by: signal modulation being used, poor filtration in the output signal in digital
audio amplifiers, the lack of stability in the supply voltage. This causes a significant
change in the output spectrum and the introduction of nonlinear distortions. Decom-
position and evaluation of this spectrum is not sufficient from where comes the idea
of correcting it. A similar analysis can be applied and under the correction in the low
frequency range for example - audio equalizer, reference generators, audio power
stages, systems for control of the output parameters, and a continuous filtration at dif-
ferent switching power supply.

1.1. Development of the model

General block scheme implementing this type of feedback spectral modification
is shown in Fig.1. A reference signal from the generator shall be made at the entrance
of the study device. In the output of the survey device we connected a PC Scope
which compares the amplitudes of both signals. This comparison serves to determine
the boundaries of the input amplitude at which the output signal is not limited.

: fin Win+ THR Y

[ Generator
with phase |ip] Testcircuit =] PC scope
correction
A Y
Sinc phase Frequency FFT and THD

correction !‘ rejection fin !\ measurement

FFT Specter -fin FFT Specter
Fig.1. The base structure

The output signals measured are partitioned by Fast Fourier Transformation
(FFT) [1] from where the THD are calculated (equation.3. equation.4.). Thus, the re-



Advanced Aspects of Theoretical Electrical Engineering Sozopol 2009 149

sult obtained by the FFT transformation is passed to a system for rejection of the use-
ful frequency (input) signal - so the spectrum is given only to non-linear distortion.
Using this spectrum to the input of the reference generator, we will be able to adjust
the signal before its submission to the studied device. After phase correction, the re-
sulting modified spectrum moves to the input of the device being researched and
thereby removed from the incoming signal [3]. Thus, resulting output signal will rep-
resent the amount of input (reference) frequency and the nature of nonlinear distor-
tion, which is defined by the equation:

Ugr =[U,,_sin(2.7.f £¢)]+ THD (7)

The definition of amplitude stability will allow us to determine the boundaries of
the input amplitude with minimum distortion. The research is conducted in the fol-
lowing sequence:

e Connecting the etalon frequency f, =1kHz

e Determining the minimal input voltage U, of the test system ( f;, =1kHz) at

which is observed an output signal corresponding to the requirements of the inspect
system

e Determining the maximal input voltage U of the test system ( f, =1kHz)

at which is observed an output signal corresponding to the requirements of the inspect
system

e FFT analysis

e Calculating of the THD in case of minimal and maximal input level
U, =U,, +U; (when f; =1kHz), where the input level necessary should be ad-

n MNyin

inmax

justed to minimum THD.
After the optimal voltage range is determined we measure bandwidth. The re-
search is conducted in the following sequence:

e Connecting the etalon frequency f,, =1kHz and input voltage U, =U,

n
(minimal THD)
e Measuring the amplitude characteristic of the device. This research is held by
stabilization of the input amplitude and correction of frequency
e Determining the nonlinearity of the amplitude characteristic and the distortions
arising from it. This research is done when loading the test system with etalon load.
e Reporting the measuring values at which there are minimal distortions.

'min

After determining the values of the input level, where there are minimum distor-
tions, the system is adjusted in this way:

e Setting the etalon frequency f,, =1kHz and input voltage U, =U;  (minimal
THD)

e FFT analysis and THD measurement;

e Rejection of the input frequency from the resulting spectre;
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e Phase correction in the resultant signal;

e The resulting spectrum is subtracted from the reference signal generator.

e Measuring the THD. This will report significantly lower distortions.

Advantage of the system is that it can adjust the spectrum or the non-linear distor-
tions of various types of electronic systems. What will be enough is the possibility of
external intervention and correction of the signal parameters.

CONCLUSIONS

Derived from the system for the measurement and correction of nonlinear distor-
tions, the following major conclusions can be made:
¢ inclusion of a feedback control system contributes to linearization of the test
signal and improving the nature of bias signal;
e phase alignment of the signal is essential to achieve the maximum effect of re-
ducing the output distortion
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Abstract. This report presents a Time(-d) Petri Net based model of a hypothetical car security
system with RF remote control unit. Our suggestion possess most important features found on such
type of systems realized with set of buttons - arm, disarm and silent. The Petri Net-oriented tech-
niques with interval timing are used for our design purposes to reach a control recoverability mod-
eling time-outs. The proposed solution can be charged to modify or add features as required. The
code can also be moved to a various type of functionality microcontrollers for different 1/0 or code
space.
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1. INTRODUCTION

The time ordering to the design process and its decomposition allow to detect the
existing errors, which value is in an exponential dependence of phase model levels.

The aim of this paper is to propose an appropriate security system design tool
with own formal syntax, simulation rules and transformations, conserving initial se-
mantics. Petri Nets based techniques [1,2] are advantageous for these purposes. The
formalisms with interval specifying are suitable to describe their real-time behavior
including a set of parallel processes, protocols, time-outs, conditions etc. The general
classes of Petri Nets type extended with temporal restrictions allow modeling various
timed parameters and correct net and system implementation respectively.

2. ACAR SECURITY SYSTEM MODEL

In the present work, we suggest an automobile security system block diagram
with RF remote control unit shown in fig. 1. Our solution implements the following
basic functions: code hopping alarm system; Arm/Disarming; Silent mode; Trunk re-
lease; locking/unlocking of doors; door and sensor trigger inputs.

A system model using Interval Timed Petri Nets - oriented techniques [4] is pre-
sented in fig. 2. The structural elements (places and transitions) of our suggestion are
specified at table 1 (transitions) and table 2 (places).
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Fig. 2. A TPN model of car security system

Table 1 - Transitions

t1,t2,t3,t4: Trigger Type Events;

t14:

Re-Arm Time-Out 2 (40s);

t5: Silent Arm; t15: Cancel Alarm With Audible Arm Button;
t6: Audible Arm; t16: Cancel Alarm With Silent Arm Button;
t7: Disarm; t17: Alarm After Opened Door;

t8: Autoarming Time-Out 1 (20s); t18: Alarm After Turn Ignition;

t9: Audible Alarm After Shock Activation; t19: Disarm After Audible Alarm;

t10: Silent Alarm After Shock Activation;

t20:

Disarm After Silent Alarm;

t11: Re-Arm Time-Out 2 (40s);

t21:

Auto Arm Off (Ignition On);

t12: Cancel Alarm With Audible Arm Button

122:

Audible Alarm (Opened Door).

t13: Cancel Alarm With Silent Arm Button
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Table 2 - Places

I. BASIC STATES:
p4-"Armed": State with action upon entry:
*the parking lights flash one time (50ms);
*the siren chirp one time for 50rns (if the system is audible armed);
*lock door for 500ms;
*disable engine;
*led flash;
p5-"Audible Alarm™: State with action upon entry:
* the parking lights flash;
* the siren on;
* pager send,;
* LED flash;
p6-"Silent Alarm": State with action upon entry:
* the parking lights flash;
* pager send,;
* LED flash;
p7-"Disarmed": State with action upon entry:
* the parking lights flash two times for 40ms;
* the siren chirp two times for 40rns(if the system is audible armed);
* the siren chirp two times (if an alarm has been occurred);
* unlock door for 500rns;
* enable engine;
* led off;

Il. SUBSIDIARY STATES:
pl - A System Audible Mode;
p2 - A System Silent Mode;

p3 - An Internal Auto arm Flag.

The system can be armed in two modes: silent (p2 is marked) or audible (pl is
marked). In the silent mode, the shock sensors cause a silent alarm - the bell is off,
only the pager and parking lights are active. The arming in this mode is required for
noisy places - towns, streets etc.

The opening the door (t22, t17) in the arm mode, always cause the audible alarm.
The alarm duration is 40s (t11,t14). If no remote control signal generated, the system
will rearm automatically.

After remote control disarm command, the system establishes to the disarmed
state for 20s and rearms. During this time-out, the user must turn on the engine key to
disable rearming (t21).

3. CONCLUSIONS

The presented solution is optimized using our program product "PetSym". The
following model properties are proved: safeness, boundness, liveness etc. On the base
of these results would be realized a prototype of a system.
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Functional example of Car alarm system (fig. 3) is taken from [3], where the sys-
tem is represented by graph model. The main advantage of the model by graph lies in
its readability, because graph notation is more popular than the timed Petri nets.

State == Alarm/ ---'““\
State ::Immntl/_,_. . /‘_'____ —
— Remote
( Reset | State == Drive JEEN— Alarm \‘..__1_
_ N~ — N~ -
/  State == Armed | // T /305 Time-out
/ | y —
\ {f N
II. ‘\\ Trlggi r_ I|___‘/ II".
| T /" T, Remote \
| R |\\ Armed | I — " \
T !
\ / — \ ‘
\ / Learn request L \'. P
\ I |,\ T —— \ // T~ |
Remote , \ T / \
\ \ Remote ™ ¥ ¥ // ,.-
\ e \ | . \ =
Immaob ) || \ 30s & IGM off | Dirive IGM on
\_ ,./ |I 1 T
1 | \ T *__7__| Learn request
Le | kxu___ | A J
am reques1. _— \ / I|
N 1)
‘\ T~ | %  Learn complete_— /
'.\ — %, or 30s i it /
\ T retur previous Vi
\ ‘H\J‘/m /
- =
T f/ Learn \ -
\\____ __’_/ -

Fig. 3. Graph model of car system

This model has the following disadvantages:

e During a 30s time-out (state Alarm), if the button is pressed ARM, the system
goes into state Armed. Also on condition Drive, if the button is pressed ARM
(box of Remote), must be completed in two states and Immob Armed;

e Due to limited capacity of the columns compared to timed Petri nets do not

fully describe the conflict situations in time;

e Model is not suitable for simulation .

The suggested system kernel with proven correct behavior during the verification
procedure can be developed and extended adding new feature: and functions - code
learning, antirobe, only immobilize, alarm memory etc. Proposed model based on
Time(-d) Petri Nets is an advantageous as compare as other similar solution [5] speci-
fied with FSA state diagrams and change tables. The introduced temporal restrictions
allow reaching a structural recoverability and demonstrating a real-time behavior of
the complex security systems.
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1. INTRODUCTION

This investigation is oriented to connection between wireless unit (as detector, si-
ren) and control panel. Specifically for wireless security unit (WSU) is the fact, that
they are battery powered and protocols have to save the energy. The WSU sends spe-
cific signals, correspond to the change of status of his status.

One control panel serves up to N wireless units (N ordinary is between 16 to 128).
If happens a common ccause, several WSU transmits the signals at the same moment.
The receiver (SMC) will receive only one signal at the highest level, another signal
will be loss (as an message). This may have dangerous result, if any signal is alarm or
personal attack.

Another problem is an ether noise might be casual or made by a tamper.

We are searching for methods to suspend of loses of the signal.

There are two possibilities:

— One possibility method is the duplex link, but it makes the equipment too com-
plex and dear.

— Another approach is the repetition of the signals. Every signal will be transmit-
ted several (n-) times in to ether, for a casual interval of time.

Wireless protocols are comparatively complex. It is needed to use of a formal
method for specification and verification these protocols. The idea is the errors them-
selves to be found in the process of the designing.

Timed Petri Nets (PN) are most appropriate techniques as compared with the ap-
proaches existing so far. This fact is conditional by the presence of a set of asynchro-
nous parallel processes, the usage of exchange protocols, the solving of coordinate
tasks and the realization of alternate transitions.
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2. HALF DUPLEX PROTOCOL MODEL

In this case wireless unit (detector) sends the signals until receiver talks him to
stop, because information is received [1]. The intervals between packages are approx.
5s. After every transmission, detector turns on listen (receive) mode. In this mode de-
tector tries to get acknowledge form receiver. If this acknowledge is not received, de-
tector sends encore one time the signal. In other case communication will be can-
celled.

Marker in t1 (SEND) correspond to the change of detector status. This means that
detector will send a signal. The signals are:

alarm / restore of alarm;

low battery / restore battery;
tamper / restore of tamper;

system test - emits every 12 hours.

Position P1 is generation place. If a marker persists in this position, a generation
will make. P2 is subsidiary place. Marker in this place means, that after 10s a new
generation will be made. Position P3 and transaction t4 and t5 model ether. If transac-
tion t5 is fired, the message is lost. In this case after approx. 10s t2 will fire and new
generation will be made.

ts Ps

P> communication
is canceled

message is
P4 received

t2[10,5]
SEND I : ) I
external
event
t t \tS Ps message is
I—>© not received

Fig. 1. A TPN model of half duplex protocol

Otherwise, if t4 is fired, the message will receive successfully. Then receiver
sends the signal “OK”. Transaction t7 is fired and communication is canceled (the
marker inhibits from position P2. A marker in Position P6 means that communication
has been made successfully.
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Table 1 - Places

P1 | Main state — generation place

P2 | Subsidiary place — new generation after approx. 10s.

P3 | The message passes though ether. It might be received or lost
P4 | The message is received

P5 | The message is not received

P6 |Communication is canceled successfully.

Table 2 - Transitions

T1 |Aneventisoccurred

T2 | Generation will make after 5-15s
T3 |Signal is sent trough ether

T4 | The message is received

T5 | The message is received

T6 | Inhibition of generation marker.

3. EXPERIMENTAL RESULTS

Two models have been created. First model is simplex communication and it in-
cludes five repetitions of the signal [2, 3]. Every time the message is received, but
there are occasions of particularly signal loss.

Second model is similar to described above. It is seen that he is too complex as
first, but he is too economical with battery energy. If it is placed possibility to t3 and
t4 it will be possible to model noise in ether. At fig.2 is shown dependability between
signal repetition and noise.

If it is associated 100mW energy with every transmition (generation), battery life
will be saved with 30% by using half duplex protocol.

The presented solutions are analyzed, simulated and tested using created in TU-
Sofia program product “Petsym”. During verification procedure are investigated and
demonstrated the following properties: safeness, boundless, liveness etc.

2500

2000 1 /

1500 /

1000

SIGNAL REPETITIONS

500 1

no noise 250,15 150,1 50,35 10,5 31

NOISE INTENSITY

Fig. 2. Dependability between noise and signal repetitions in half duplex protocol
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4. CONCLUSIONS

A comparative analysis between two security wireless protocols has been made.
Second protocol saves battery life, but it makes electronic too complex. An additional
receiver must be incorporated in detector, and one additional transmitter in receiver
(control unit).

Half duplex link has additional advantages, as possibility to program each detec-
tor by control unit. Otherwise, installer must set every detector with DIP switch and
potentiometer. Another advantage is possibility to upgrade protocol with polling by
control unit.

The presented model with Time-out Petri Nets solves the problems in protocol de-
signing. The suggested formalism gives opportunity for automatization. This formal-
ism would be used to simplify the designer’s work in the new system creation.
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Abstract: The visible diameter of Sun oscillates with a period of 160 min. The same type of pe-
riodicity is also found in a huge number of solar radiation parameters. To elucidate the origin of
these longitudinal radial pulsations we have used the equation for the equilibrium of inner layers
which, after linearization, turned into the harmonic oscillator equation. The latter equation allows
radial pulsations whose period and wave length were calculated using regresion expressions for the
gas presure and density in various layers. The radial pulsations originate at the surface of active
zone and propagate til the litosphere, where they undergo full inner reflection producing undersur-
face stationary waves with a period of 150 min.

Key words: Sun; 160 min radial pulsations; mechanical waves; balance equation

INTRODUCTION

Ever since the discovery of the 160-min radial pulsations of the Sun ample data
have been collected suggesting their impact on the sollar physics [1,2]. 160-min os-
cillations are observed in the intensity of light, radio and infrared radiation emitted
from the resting regions of Sun [3]. The pulsations observed in the radiobrightness
lag behind the cyclic radial movements by about 12 min [3]. A 0.02% variation in the
intensity of the 1.65 mm infrared sollar radiation is detected with a 160-min period
[4]. Oscillations with the same period are established in the cyrcular polarized radio
emition of Sun at 13.5 mm, which lag behind the oscillations of the radiant velocity
by 34 minutes [5].

These observations could not be explained as pure atmospheric effects [6]. The
radiant pulsations of Sun have been unsuccefully related to the particularities of the
radiant energy transfer [7], to the possible interferense between the Sun gravity
modes [8,12] or even to the possible existence of a particular object orbiting the Sun
center at appr. 20 000 km under the surface of the Sun [9]. Thus at present there is no
commonly accepted theory that could explain the radiant pulsations of the Sun. [13]
recently suggested swing wave—wave interaction. Therefore the amplified waves
have periods of several hours. They can propagate upwards through the convection
zone to the solar atmosphere and cause the observed long-period oscillations in the
solar wind.
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In this paper we offer a model based on the linearization of the Sun status equa-
tions. This model represents the radiant oscillations as staying waves generated on the
surface of the active zone and propagating to the surface of the Sun where they have
a period of about 160 minutes.

DESCRIPTION OF THE MODEL

The equilibrium status of the star core is usually found as a solution of the system
of basic equations describing the star physics. For the Sun, several solutions are ob-
tained which give the equlibrium values of pressure P, temperature T etc as functions
of the distance r from solar centre. These functions are averaged in the summarised
model [10] which will be used futher.

The status of the Sun intestine is a stable equilibrium. If a thin concentric layer
inside the Sun is displaced from its equilibrium distance r, from the center of gravity,
it will commence to oscilate. What will be the frequency of these oscilations? The
equation that describes the movement of the layer is

p{azr}ap_p(;m 0

) ar T

where m is the mass of the gas placed under the layer. Let this layer be shifted from a
place with distance r, to a place with a distance r, + Ar. Since Ar <<r,, the pressure
gradient will change as given by

oP OoP
—=|—1| Ar+0l|Ar? 2
or ( or }”0 ( ) @)

The gravity force attracting the layer to the center of Sun will also change according
to the variations in the distance r

2
iz - iz[l _ 2£] + o{ﬂ} 3)
r ro ro ro

Let us combine the equations (2) and (3) with the equation (1). Inserting a new vari-

Ar
able X = T anew equation will be obtained
0
o’x [ 1 0P 2Gm 1 (0P) Gm
| — 5 |X= —— 4)
ot p, Or ry p,l, \ Or ry

The right side of the latter equation is equal to zero since a hydrostatic equilib-
rium holds at r = r,. Equalizing the left side of the equation to zero a new equation
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will be obtained which resembles the harmonic oscillator relation. Thus, the respec-
tive frequency f of the adiabatic radiant oscillations will be given by the formula

1{ o*P 2Gm
®’ :g[ or? J S (5)

The period of oscillation of the layer will be T =2 ©t /. Once generated these os-
cillations will apparently subside down provided there is no source of energy for their
rejuvanation.

The above linearizations appear fairly correct since the visible diameter of the
Sun is found to oscillate with an amplitude of only a few km and a radiant velocity of
about several m/s. Similar pulsations are found for the variable stars however the cor-
responding parameters of pulsations are three orders of magnitude greater in respect
to these of Sun. Nevertheless, similar linearization theory has been also applied for
the variable stars giving constant amplitude, frequency and phase at different dis-
tances from the star centre [11]. In contrast to the oscillations of variable stars, the
oscilations that could occur within the Sun are very small and should be consequently
allowed to have different amplitude, frequency and phase at different distances from
the center of Sun as given by the formula (5).

RESULTS

According to formula (5), the period T of oscilation of different layers could be
calculated using proper expressions for the dependence of P, p and m on the relative
distance x = 1/R _.from the Sun center. Using the model [10] and 16 cited values for
each parameter, these expressions were obtained as regression formulae and are
shown in Table 1. For each parameter the correlation coefficient K,, reliability factor
F and probability weight factor P, between the cited data and the calculated values
demonstrate that the obtained expressions are fairly satisfactory.

Table I. Regression formulae for the density p and gas presure P within the Sun
as functions of the relative distance y = 1/R from its centre. m is the mass of solar gas
beneath a concentric layer with a radius r. R and M are the Sun radius and mass cor-
respondingly.

Regression formula Kr F Pw
m=M.(2.84y-1.70y - 0.06) 0.991 52.1 4.10
P =exp (38.94-24.68 y) 0.92 6.08 0.0008
p=exp(3.85-17.36y) 0.942 8.28 | 0.00015

Allowing x to vary with a step of Ax = 0.01, a set of discrete values of T were
calculated which are shown on plot (Fig.1). Generally, the intestine of Sun is sharply
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divided into three zones; active core, intermidiant zone and convective zone, accord-
ing to the nature of the physical processes in them. Each of these zones is clearly dis-
tinguished on the given plot.
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Fig. 1. Period of radial pulsations within the Sun as a function of the distance from its centre.

Oscillations should be apparently impossible throughout the active zone (0 <x<
0.38) as ®” < 0. It could be assumed that the period of oscillations there will be close
to infinity. In the vast convective zone of radiative energy transfer, oscillations might
occur with a nearly constant period of about 1000 s. However, at the boundary be-
tween this zone and the active zone the period of pulsations sharply increased inclin-
ing to infinity (Fig.1) in accordance with the result that oscilations are not allowed in
the active core. This result indicates that any slow mechanical disturbance that might
occur on the surface of the active zone could be transfered into the interior of the
middle zone as periodic pulsations. Hence, the radial oscillations that might occur
within the Sun could originate from this boundary. Such a conclusion is apprehensi-
ble since the surface of the active zone must be mechanically unstable.

According to Fig.1, the period of pulsations slowly increases near the outside
boundary of the convective zone reaching the value of 8900 s (148 min) just on the
Sun surface. This value differs by about 8 % from the experimentally obtained value
of 160 min. The striking coincidence between the calculated and measured values of
solar pulsations supports the proposed model.

DISCUSSIONS

According to the proposed model, the pulsations of the Sun radius are brought
about by a slight disturbance of the dynamic equilibrium of forces balancing the inner
layers and could be described by the mechanism of the charmonic oscilator. The en-
ergy source generating the oscillations and maintaining their amplitude constant is
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possibly found at the boundary between the active and the middle zones. Once gener-
ated, the oscilations should further propagate towards the Sun surface with the veloc-
ity "C" of the sound. This velocity could be calculated using the formula C = (P/p)"?
and the expressions for the P, and p as given in Table I. We have calculated the ve-
locity C and the wave length A = T.c of these mechanical pulsations as a function of
the distance x form the centre of Sun. Surprisingly A was nearly constant for both the
middle and convective zones (data not shown).

When the radial oscillations reach the Solar atmosphere (the chromosphere), they
should sustain a complete backward reflection without change in phase as suggested
by the strong fulfilment of the respective mandatory condition A > 4nH. Here H is the
depth of the solar atmosphere. As the wave length is practically constant within a
broad segment under the visible surface of Sun, the formation of standing mechanical
wave shoud be allowed deep under the chromosphere. These oscillations have the ca-
pacity to impact a huge number of physical phenomena close to the surface of Sun
introducing a variable component with the same 160 min periodicity in the observed
parameters of Sun.
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Abstract: In this paper, the adaptive beamforming (ABF) and direction of arrival (DOA) esti-
mation methods of uniform rectangular array (URA) are introduced. An URA is composed of a
number of uniformly distributed identical omnidirectional antenna elements or half-wavelength di-
poles. LMS algorithm is applied to antenna beamforming in URA. ESPRIT technique is utilized for
DOA estimation. Simulation results and numerical examples are presented to illustrate the adaptive
beamforming (ABF) and direction of arrival (DOA) methods.
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1. INTRODUCTION

Smart antennas become popular during the recent years. The central idea of these
adaptive arrays is spatial processing. The investigation of smart antennas suitable for
wireless communication systems has involved primary uniform linear arrays (ULA)
and uniform rectangular arrays (URA). The URA is more attractive for mobile com-
munications.

Different methods have been proposed for adaptive beamforming (ABF) estima-
tion. One of the most popular methods among them is the classical least mean squares
(LMS) algorithm [1], [2]. DOA estimation algorithms are introduced for the signifi-
cant improvement in smart antenna resolution. This paper presents the 2-D unitary
ESPRIT for direction of arrival estimation analysis.

2. UNIFORM RECTANGULAR ARRAY STRUCTURE

The URA consisting N x M equally distributed identical omnidirectional antenna
elements or half-wavelength dipoles (M, N — even), as illustrated in Fig. 1 is located
symmetrical in X-y plane.

An incoming narrowband signal (plane wave with wavelength A) arrives at the

array from elevation angle € and azimuth angle @ . The origin of coordinate system is

located at the center of the array.
As demonstrated in Fig. 1, the array factor (AF) of URA with its maximum

along 6, @, is given by [4]

[AF(G,(I))]MxN = 4MZi2 NZijzAmn cos[(2m — 1)u]cos[(2n — I)V] (D
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where U = anX (sin Ocosp—sin0O, cos (1)0) and V= ny (sin Osin$—sin 6, sin d)o)

and Ap, is the amplitude excitation of the individual element, and dy, d, are the
interelement spacing along the x-axis and the y-axis, respectively.
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Fig. 1. Geometry of URA, along with an incoming plane wave
3. ADAPTIVE BEAMFORMING ESTIMATION

The LMS algorithm is one of the simplest methods applicable to estimate optimal
weights of an antenna array.
The expression of optimal weights is given by [3, 5, 6]

w(n-+1)=w(n)- zg(w(n) @)

where W(n + 1) denotes a new computed weights vector at the (n+1)th iteration, & is
the gradient step size, and the array output is given by

yw(n))=w"(njx(n+1) 3)

where x(n +1) is array signal vector computed at the (n+1)th iteration, and y(w(n))
is output signal.

In its standard form it uses an estimate of the gradient by replacing array correla-
tion matrix R and correlation between array signals and reference signal r by their
noisy estimates at the (n+1)th iteration [4]
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g(w(n))=2x(n+1)x" (n+ )w(n)-2x(n + )r"(n+1) (4)

where ¢ is the gradient vector.
The error between array output and the reference signal is given by [4]

) g(w(n))=r(n+1)-w" (n)x(n+1) (5)

g(w(n))=-2x(n+1)e "(w(n)) (6)

The estimated gradient is a product of the error between the reference signal and
the output of the array and the signals after the nth iteration.

4.2-D UNITARY ESPRIT ALGORITHM FOR DOA ESTIMATION

Applying the 2-D unitary ESPRIT algorithm the conditions of a URA structure
(fig. 1), the array manifold has the matrix form [7]

Alp,v)=a, (uht, (v) (7)

where the array manifold is

(N-1 (- T
aN(y):[ej(ZJﬂ,...,e“‘ 1, ,...,eJ(ZJﬂ] (8)
ﬂ=7dxp 9)

A is the wavelength, p is the direction cosine variable relative to the X-axis and

(M-l ([ M-1 T
aM(v)=[ (5 ]V,...,ej” 1,6 ,...,ej( ’ j} (10)

is defined from a (,U) with N, & replaced by M, v respectively

2
v=—-d,q (11)

is the spatial frequency variable, q is the direction cosine variable relative to the Y-
axis.

The 2-D unitary ESPRIT provides closed form 2-D angle estimation in real time.
This method gives several advantages in comparison with classical ESPRIT, such as:
a) reduced computational complexity; b) lower SNR (signal-to-noise ratio) resolution



Advanced Aspects of Theoretical Electrical Engineering Sozopol 2009 167

thresholds; ¢) very accurate finds simultaneously both the elevation and azimuth an-
gles of arrival for impinging signals at the antenna array.

5. NUMERICAL EXAMPLES AND SIMULATION RESULTS

Simulation results, utilizing the LMS algorithm gave precise results when adapt
the beamforming pattern. To illustrate the ABF algorithm applicability for URA, we
considered the two cases where LMS algorithm is used: a) the URA with omnidirec-

tional elements (N=M=6) and interelement spacing d, =d, =0.54; b) the URA

with half-wavelength dipoles (N=M=6) and interelement spacing d, = dy =0.54.
The results from simulations are depicted in figures. The URA is examined about fol-
lowing scenario: the signal of interest (SOI) impinges from (6 = 20°,¢ =170") in the
presence of the signal not of interest (SNOI) from direction (6 =25°,¢=165"), and
Additive White Gaussian Noise (AWGN) with the zero mean, and variance 0.1.
These simulation results are based on 100 times Monte Carlo simulations. A stepsize
= 0.001 and a signal is with uncoded BPSK modulation are used in the numerical
examples to simplify the simulations. Figures 2 and 3 illustrate the resulting beam-
forming pattern with respect to &, =90°. The results demonstrate its great perform-
ance, and accurate estimation ability.

-10

B3 S S A

20F-4----

25+-- __
80F--F -4 Y A O A A A e | N, [

i

Beamforming pattern (dB)

R e i A S S f
450 L Lo N | |

-50
0

Azimuth (degrees

~

Fig. 2. The beamforming pattern of the URA with omnidirectional elements

We investigate the DOA estimation under the conditions of a URA structure. The
2-D unitary ESPRIT method is used to perform the estimation [7, 8]. The signal of

interest (SOI) impinges from (€ =20°,4=170"), while the two signals not of inter-
est (SNOI) are directed from (6 =25°,4=165") and (0 =22°,¢=172"). Simula-
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tions were conducted employing: a) a N=M=6 elements uniform rectangular omnidi-
rectional array with d, =d, =0.51 ; b) a N=M=6 elements uniform rectangular array

with half-wavelength dipoles and d, = dy =0.54. The URA is examined in the

presence of the Additive White Gaussian Noise (AWGN) with the zero mean, and
variance 0.1. The results demonstrate its great performance, accurate estimation abil-
ity, and robustness.
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Fig. 3. The beamforming pattern of the URA with half-wavelength dipoles.

Table 1. The DOA estimations obtained utilizing 2-D Unitary ESPRIT

Case 1 Case 3
Number of elements M=6 ,N=6 M=6, N=6
omnidirectional elements half-wavelength dipoles
Interelement spacing 0.5M 0.5M
Number of incoming signals 1 1
Number of data samples 2000 2000
Actual
SOI 0,=20°, ¢,=170° 0,=20°, ¢,=170°
SNOI 1 0,=25", ,=165° 0,=25", ,=165°
SNOI 2 0=18", p;=172° 0,=18", p;=172°
DOA Estimations
SOl 0,=19.999°, ¢,=170.097° | 6,=20.009°, ¢,=169.935°
SNOI 1 0,=24.992°, 0,=165.051° | 0,=25.010°, ¢,=164.962°
SNOI 2 0,=18.031°, ;=171.897° | 0:=18.026°, 9;=171.955°
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6. CONCLUSION

This paper investigated uniform rectangular smart antennas with omnidirectional
elements and half-wavelength dipoles. A brief theory of two methods for different an-
tenna arrays is considered. Estimation of direction of arrival (DOA) and adaptive
beamforming (ABF) were examined. Matlab programs are used for simulations. Con-
cerning beamforming the URA has shown to be accurate and stable enough regarding
both: desired signal (maximum) and interfering signals (deep nulls). The figures have
shown that the adaptive array puts the maximum of the beamforming pattern to the
SOI and at the same time — deep nulls towards the SNOIs.

The 2-D unitary ESPRIT is a method that provides closed-form automatically-
paired source azimuth and elevation estimates. These results are proved to be accu-
rate enough (see the Table).
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Abstract: The paper presents the mathematical model of electric field and the distribution of
electric intensity by single-phase AC contact system. The obtained analytical expressions and
graphic dependencies of assessment give a possibility to determine the distribution of the electric
field as an essential component of electromagnetic compatibility.
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1. INTRODUCTION

The contact system is one of the main equipment of the electrical railway trans-
port that implements the electrical connection between the traction substations and
the rolling stock. But it is also one of the main sources of interferences due to the
presence of its strong electromagnetic field.

From the viewpoint of electromagnetic compatibility [3] and the safety of the
serving staff [4], it is of certain interest to determine the potential and strength of a
random point of the AC contact network electric field.

This paper presents the distribution of electric intensity by single-phase AC con-
tact system.

2. AMATHEMATICAL MODEL OF ELECTRIC FIELD BY CONTACT
SYSTEM

The electric field intensity can be determined using the mirror images [1].
Let examine the case of the electric field caused by contact conductor & of poten-
tial ¢y, radius 7; and charge g; per a unit of length. The field effects neighboring

conductor m of potential ¢,,, radius r,, and charge g, per a unit of length (Fig.1).
The heights of conductors towards the ground are relatively /4, and 4,,, and the

distance between their horizontal projections is d.
On the base of the mirror images it can be written:

p=aq, (1

where:
Q= [(pl-] is the matrix of the conductor system potentials, i=1-#;
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a =[a;] is the matrix of the conductor system potential coefficients;
q = [g;] is the matrix of the linear densities of charges.
i Py
A Qm 9m @y,
A
h
k b h,,
e | .
.
N\
—dk
Fig.1
In this case according to equation (1) it can be written:
Pk = Ak 9k T Xkm9m 2)
Pm = Cmk9k T CLmm9m
where :
1 2h
ay =——In=k (3)
2re 1y
1 2h
Dm = In—"" (4)
2re T
are the natural potential coefficients,
1 b
Xkm = Cmk = In =K (5)
2ne gy

are the mutual potential coefficients,
£ 1s the dielectric permittivity.

Since a conductor of connection or an isolated and unsupplied conductor have
been examined in the part of a neighboring conductor, it can be assumed that its

charge is ¢, =0.
From (2), (3), (4) and (5) it is obtained that:

b
" km

Afm
2h;
In "k
Tk

Pm = Pk

(6)
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where:

b :\/(hk +hy, )P +d? (7)

is the distance between the second conductor and the mirror image of the contact
conductor,

o =\ = by )2 + ®)

1s the distance between the two conductors.
Since

o =Ug,

where U =25 kV is the voltage by contact system, it follows that:

Uy ln\/(hk +h, ) +d?

l”% \/(hk _hm)2 +d2
Tk

Pm = )

Hence for random point M of the electric field with coordinates x, y the potential
in the common case is:

U n \/(hk +y)2 +x2

:anhk \/(hk_y >2+x2'
Tk

(10)

Then for the vertical component of the electric field strength at that point it can be
written that:

U h h, —
Ey:d(PM: k . At (11)
dy ln% (hk+y) +x (hk—y) +x
Tk

3. CALCULATION RESULTS AND GRAPHIC DEPENDENCIES

The numerical results in Table 1 have been found on the base of analytical de-
pendency (11) for two typical values of y (y;=1,8m — curve 1 and y,=6m — curve 2)
and the graphic dependencies of £,=f(x) have been built in Fig. 2.

The contact conductor is M® 100 (75, =0.056 m) [2].
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Table 1
, kV/m Distance x, m
v, m 0 1 2 2,5 3 4 5 6 8
1,8 1,7 1,6 1,5 1,4 1,3 1,1 1 0,8 0,6
6 7,2 3,1 1,3 1 0,8 0,6 0,5 0,4 0,3
8
7 i
o
5 .
—S 1
4 \ erfes
3 \ —— Series2
2 i
1
O I I I I I I I I I I
1 2 3 45 6 7 8 9 10 11

Fig. 2
4. CONCLUSIONS

The analytical dependencies worked out for contact network electric field poten-
tial and strength as well as the numerical results obtained give a possibility to look for
providing the admissible effect of these interferences. This effect should be in com-
pliance with the existing standards in this field. The problems of increasing the stabil-
ity of radio and electronic equipment used in railway transport against the effect of
electric and magnetic fields are part of the general theory of providing electromag-
netic compatibility. In certain important aspects, which determine the operation of ra-
dio equipment under the conditions of railway transport, the distribution of contact
network electric field strength has a specific character. In that sense, the obtained
graphic dependencies and analytical expressions of assessment give a possibility to
determine the distribution of the electric field as an essential component of electro-
magnetic compatibility. This distribution determines the quality and reliability of ra-
dio electronic equipment.
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C EJJEKTPUYECKHU BEKTOP-IOTEHLIAAJ M B3AUMHA
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Kusko A. lackanos, Kaimaka M. Togoposa

Katenpa ,,00ma enexrporexuuka”’, Texanueckn Yuusepcurer — Codust

Abcmpakm: B npeocmagenusi 00kiao e nposeden ananu3 Ha npeonodxcerus om npog. M. I1.
3names (u 6nocredcmeue npuiaecan u om Opyeu asmopu) mMemoo 3a peulasane Ha HAKOU eeKmpo-
OUHAMUYHU 3A0a4U , U NO-CREYUATHO 30 USYUCTABAHE HA UHOYKMUPAHUMe UXpO8U MOK08e U CUNO-
gume 83auUMO0eiCmaus 8 UHOYKYUOHHU MeXAHUMU (eleKmpomepu 3a UsMepeane Ha KOIudecmed
eflekmpuiecka emepeusi, UHOYKYUOHHU CRUPAYKU U Op. NOOOOHU) C NOMOWMA HA eleKMpUYecKu
BEKMOP-NOMEHYUAT U B3AUMHA eeKMPULECKd NPOBOOUMOCH.

Kamo ce oyensasa npeumywecmeomo my 3a HenocpeocmeeHo 3anuceane Ha peueHuemo Ha 3a-
dauama ce oOpvLWA BHUMAHUE HA HAKOU 0COOEHOCMU NPU U3NOJ36AHEMO MY, U NO-KOHKDEMHO npu
npeyusupane Ha meopemudnume MOOeiu 8 ciydaume Ha HATUYUe Ul OMCbCMBEUe HA 08UNCEHUE U
UBNONI36aHe HA JTUHEUHU MASHUMHU 8b30YOUmenu ¢ Nociedsaujo uHmezpupane 3a omuyumane Ha
gopmama u pasmepume Ha peanHume 6v630y0umenu.

Keywords: 3-5 keywords (Times New Roman, 14pt, right sided, single spaced)
1. BbBEJIEHHUE

Hacrosimara padoTa e npsiko mpobbkeHue Ha [1], oTHaACII ce 10 U3MoJI3BaHe Ha
BEKTOP-TIOTCHIIMAIM MPH aHATUTUYHOTO pelllaBaHe Ha HSAKOW TPAHUYHM 3aJa4d Ha
MPUJIOKHATA eJEeKTPOJMHAMMKA, U B YaCTHOCT — Ha paspaboteHus ot npod. M. II.
351aTeB METO/1 C U3MOJI3BaHE HA EJICKTPUUECKH BEKTOP-TIOTEHIIMAI 3a OINpeAeisTHe Ha
BUXPOBU TOKOBE, MHAYKTUPAHU OT MAarHUTHU Bb30YIUTECIIHH KOHTYPH.

B [2] e noka3aH MeTo/ C €EKTPUUYECKU BEKTOP — MOTEHIINA A:

47zrr

M B3aWMMHa CJIICKTPUICCKA ITPOBOJUMOCT G:

o ¢¢dl.dl’
G=(fI=— 2)

rr
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3a ompejesnsiHe Ha TOKoBeTe Ha DYyKO, KOMTO ce MHAYKTUPAT OT 3aTBOPEH HEPa3KIIO-
HEH MarHUTEeH BBH30ynuTeNneH KOHTyp | m mpeMuHaBaT mpe3 MpOM3BOIHO CEUEHUE,
OIPaHIYEHO OT 3aTBOPEH mpreMeH KoHTyp I (dur. 1). B ciiydasi ¢ e e 03HAYeHO HH-
IYKTUPAHOTO €.1.H. ; dl € JIHHEeH eleMeHT OT KOHTypa I ; dl e JHHEeeH eIeMEeHT OT
koHTYpa I ; 7 € pascTOSHHETO MeX/Iy ABaTa JIMHEHHHU SIEMEHTA 1 o € CreLu(IIHaTa
CJICKTPUIECKA MPOBOAMNMOCT Ha CPEJIaTa, OrpaHmueHa ot koHtypa I .

Dwur. 1

[TocouenusiT MeTon ce u3non3ea B [3, 4 - ... - 9] 3a onpenensHe HA BUXPOBU TO-
KOBE€ U €JIEKTPOMAarHUTHU CUJIOBU MOMEHTH B OTPaHUYEHO MPOBOJSIO TSIO (JHUCK C
nebenrHa A) KaTo ce JOIMyCKa, Y€ MOBbPXHOCTTA My € TAHM€HTHA KbM JIMHUHUTE Ha
EIEKTPUYECKOTO IOJE £ WM Y€ HANPEYHHTE T€OMETPUYHU Pa3sMEPH Ha MATHUTHHUTE
BB30YAUTENN Ca JOCTAaThYHO MAJIKM CIpAMO paauyca R Ha nucka.

TpsiOBa ga ce oTOenexu, 4e MOHITUETO ,,B3aMMHA €JIEKTPUUYECKA MPOBOAUMOCT” €
BBBe/IcHO OT npod. M. I1. 3naTeB camo Ha OCHOBaHHWE €THAKBOCTTA Ha opmya (2) ¢
n3BecTHaTa ¢opmysna Ha Hoiiman 3a B3aMMHaTa WHIYKTUBHOCT M Ha JIBa TOKOBH
KoHTypa. Kakro e nokaszano B [12], kp1eTO € IPOBEIEHO KOMITIOTBPHO M3YUCIICHUE
Ha KapTUHATa MOJIeTO (CUJIOBU M €KBUIIOTEHIIUAIHU JIMHUM), BCHITHOCT G € eIeKTpu-
YeckaTa MPOBOAMMOCT Ha CHJIOBA TPH0A C OCHOBA CeYeHHeTo Ha KoHTypa I .

[Ipu nM3NOA3BaHETO HA TaKa MPEAJIOAKEHUSI METO]T 32 OMPEICIIIHE HA BUXPOBH TO-
KOBE U CUJIOBU B3aUMOJICUCTBUSA B PEAJIHM KOHCTPYKIHMH HAa UHIAYKIIMOHHH CUCTEMU
(eJleKTpOMeEpH C AUCK, TUCKOBU MHIYKIIMOHHU CIIUPAUKH, €IEKTPUUYECKU JIBUTATEIH C
IPOBOJAL] HepepoMarHuTeH UMIMHAPUYEH POTOP U JIp.) BUHArUM Bb3HUKBAT MpoOJe-
MU TIPU ONpPENESIIHETO Ha peaTHUTE pa3Mepu Ha JUHEHHUS Bb30OYAUTENIEH KOHTYP
opajy HEONPEAEICHOCTTa Ha CPEeIHATA CUIIOBA JIMHHUSL.

[lenTa Ha HacTOSUIMS OKJIAJ € Ja ce Mperu3upa TEOPETUUHHS MOJIEN C Orjiea
pa3BUTHE HA METOJI 32 O-TOYHO OTPa3sBaHE HA PEATHUTE PUINYECKU MOCTAHOBKH.

2. CbIIIHOCT HA METOJA

2.1. [IpyHUMIIHA IOCTAHOBKA

3amauara 3a ompeesTHe Ha BUXPOBUTE TOKOBE, MHIYKTUPAHU B TIPOBOSI Hede-
POMAarHUTEH NHCK, € TUMWYHA €JEKTPOJMHAMHUYHA 3a7ada MPU KBAa3UCTAIIMOHAPHO
€JIEKTPOMArHUTHO TIOJIE, 32 KOSTO Ca B CHJIA yPAaBHCHUSTA!
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—

- OB L =

tE=——+rotvxHhB
ro P rotv (3)
divE =0 (4)
J=cFE (5)

AKo ce BbBeJIC CIICKTPUICCKU BCKTOP-ITIOTCHIHAJ ChIJIACHO U3pa3a:

—

E=rot A (6)
U TIpu HOpMHUpoBKaTa Ha KyioHn:
divA=0 (7)
Ce JIOCTHUTA JI0 YPAaBHCHHETO:
VZZZZ—B—rotﬁxé (8)
t

Ot npyra ctpana ot (5) kaTo ce uma npeaBus (6) U ce MPUIIOKU TeopeMara Ha
CToKC 32 MTHAYKTHPAHUS BUXPOB TOK I CE MOTy4YaBa:

i:GHEdE/ :amﬁdf/, (9)

() I’

/
KbBJIETO TTIOBBPXHOCTTA § TMPEJCTABJIsIBa CEUCHUE OT JUCKA, OTPAaHUYEHO OT KOHTypa
/
I.
BuxpoBute TOKOBE B JMCKa MOraT Jia C€ ONPEIEsAT CPAaBHUTEIHO JieCHO OT (9),

—

ako Moxe 1a ce pemn (8) mo orHomenune Ha A . OOWOTO PELIEHHE HA YPABHEHUETO
Ha [Toacon (8) e uzBectHo [10]:

A:im aa_f_mmé dTV (10)

B cnyuast r e pa3zcTosiHMeTO OT ejleMeHTapHus 00eM dV 1o Toukara Ha HaOJoe-
HUETO, a MHTETPUPAHETO C€ PA3MPOCTHpa MO LEenus o0eM V), 3aeT OT MAarHUTHUTE
BB30YIUTENH.

Hurerpupanero Ha (10) npyu HEXOMOTE€HHA Cpe/ia U CII0KHU (POPMU HAa KOHTYPUTE
Y Ha HaIPEYHUTE CeueHUs Ha Bp30yauTenuTe (pur. 2) e Texxka MaTeMaTHIecKa 3aja-
4a, KOSITO MOKe J1a ObJie pelieHa caMo Ipy peiuiia ONPOCTIBAIIM MPEANOI0KEHUS U
3a HaAM-MPOCTH CITyYau.
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b

T

=)
3
o1

/L
o =
% =

N

®ur. 2

B noknana Ta3u 3aaya ce peniaBa MmpH CJIE€IHUTE YCIOBUS:

— IIpUeMa ce, Ye EIEKTPUUECKUAT BEKTOP-TIOTEHIMAl A He 3aBMCH OT KOOPIUHA-
Tara z, T.€. 4e 00JacTUTe V, MpeACTaBIsABAT OE3KPANHO IBJITH MPaBU UUIUHAPHU, YUS-
TO OKOJIHA MOBBPXHOCT MpecHya paBHUHATA HA JUCKA MO HIKAKBU KOHTYpPH L; ;

— IpHEeMa Ce, Y€ MarHUTHMTE TI0JIeTa B, Ca ChCTABEHM OT ONpeeeH Opoii 6e3K-
paliHO ABJITH JUHEHHU MATHUTHU BB30yauTean (dur. 3) u ce nmpuiara nmpuHIINA

Ha HAaCJIarBaHCTO,

‘th-hf

—
S

dur. 3

— IpeHeOpernarT ce pa3ceiBaHeTO Ha MAarHUTHUTE CHJIOBU JIMHUU BbB Bb3AYIIIHATA
MEXJAMHA U 00OpAaTHOTO JIEWCTBUE HAa BUXPOBUTE TOKOBE B AUCKA;
— BMECTO ypaBHEHHE (8) ce peraBaT NOOTACIHO ABETE YPABHEHHUS:

-~ OB
V4 =—
= (11)
szzlr — —rot Vx B (12)

IIo TO3M HauuMH Morar Aa €€ OIpEaAcIAT IMOOTACIHO TOKOBETC, HHAYKTHPAHN OT
IMpoMsHaTa Ha MAarHuTHOTO II0JIC BbB BPCMCTO U TC3U, IPCAU3IBUKAHU OT BBPTCHCTO
Ha JHUCKa.
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2.2. UneHTH(PUKAIUA HA MATHUTHUS Bb30yIUTEJ C OTYUTAHE
HA HeeJJHOPOJAHOCTTA HA cpeaaTa

A. Ilpu nenoosuoicen ouck

B cboTBeTCTBHE C Ka3aHOTO MO-TOpe HOBUAT TEOPETUUYECH MOJIEN 32 M3UUCIISIBAHE
Ha BBPTSILIMSI MOMEHT Ha eJHO(a3eH MHIYKIIMOHEH €JIeKTPOMEp C€ ChbCTOH OT:
1) HenoaBrXeH HepepoMarHuTeH AUCK ¢ paauyc R, nebenuna A u crenudpudna
eJIEKTpUYecKa MPOBOJUMOCT G ;

2) O0e3KkpacH MpaBOJIMHEEH MAarHUTEeH BB3OyauTen [’ ¢ uHAyKIus E(z‘), KOWTO €
YCIIOPEJICH Ha OCTa z U IIpecuya Aucka B T. P (¢wur. 4).

}Z

dur. 4

BnusHnero Ha enekTpudeckara HEEAHOPOAHOCT, M B YACTHOCT Ha Bb3IyIIHATA
cpena M3BbH LWIMHAPUYHATA IPaHWYHA IOBBPXHOCT HA JUCKA, CE€ OTpas3siBa IIOC-

peacTBoM orienaned obpas 17 [11], koiTo KaHanu3upa uHAyKIus —B (t ) U € pasno-

—__  R?
nosxeH Ha pascrosaue OF = oP

3a Ta3u NmocTaHOBKa CIICKTPUYCCKHAT BCKTOP-IIOTCHIMAII B IIPOMU3BOJIHA TOYKA M
CC OoIIpeaciiia OT n3pasa.:

e(t) d/

0B
KBACTO e(t)I—Sa— ¢ UHAYKTHUPAHOTO C.4.H., d] € pa3CTOSAHUCTO OT MAarHUTHHA Bb3-
t

/
oymuten I'; mo Toukata M(r, @ ), a d, — pa3cTOSHUETO OT OrJIeAATHUSA 00pa3 I 110
ChIIlaTa TOYKA.

[ToHexxe A e MOCTOSIHEH MO MPOTEXKEeHHE Ha edenrHaTa Ha aucka A (9) ce 3amuc-
Ba BbB BHJIA:
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oA
l:%(A_Az), (14)

KbJ1€TO A; U A, ca CTOMHOCTUTE Ha €JIEKTPUUECKUSI BEKTOP-NOTEHIMaNl A ChOTBETHO B
rpaHudHATE TOUKU M; u M, Ha CEYEHHUETO s
]
Kato ce B3emMe npenBu, ye B3auMHaTa €JIeKTPOIPOBOJUMOCT € paBHA Ha —e ( t) OT

(13) u (14) cnen npeobpa3yBaHe ce MOJTydyaBa:

oA d d,
G=22|n%_p% s
2w\ d d ) (1)

KbACTO IIBbPBUAT YJICH € 3a CJIydas Ha 663KpaﬁHa MpoBOJgdAIIa IIACTHUHA C ,Z[C6CJ'II/IH3
A, a4 BTOPHAT OTpa3sdaBa BJIMAHUCTO HA 'PaHUYHATA IIOBBPXHOCT.

B. Ilpu 6vpmene na oucka

3a pemaBaHeTo Ha (12) Moxke OTHOBO Jia ce€ M3MO0JI3Ba HAMEPEHUSAT U3pa3 (B CIIy-

yasi Ha HETO/ABIDKEH JMCK) 32 EJIEKTPUUECKUsl BEKTOP-MOTEHIMAl Ha Oe3KpacH JInHe-

€H KOHTYp U HEroBHs OrJieajieH 00pa3 KaTto ce UMa IMpeaBua, 4Ye BMECTO Bb30yanuTe-
oB oB

1 — 4 e ydactBa 10! VxB= Q_aa U CJIEIOBATENIHO €.1.H. e(?) TpsiOBa na ce

ot

3aMECTH C €./1.H, KOCTO CC OIIPCACIIA OT U3pasa:

2

P
e, ~QB[ pdp=-QB(p} - i) (16)

P

Toit kaTO P, U P ca GYHKIMU HA BI'bJa O ce BbBEX/Ia CpeiHa CTOMHOCT €, Ha
e.1.H. e, cbriacHo ¢opmyiara:

_ QB
ev=mé[(/’zz—ﬂf)d‘9 (17)

[Ipu mpousBoJiHa popMa Ha KOHTYpa Ha cjieaTa Ha MOJIF0CAa BEKTOP-TIOTCHITUATBT
A, € paBeH Ha:

e d
“Mn—+ dI 18
‘ 27:1[& d, (18)
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dur. 5

[Tpu ycnoBue, ye kKoHTYpbT L mma Buaa, mokazan Ha ¢ur. 5 ¢popmyna (18) ce
Tpancopmupa B:

eV

d d
A, == [In=tdi- | In=-di (19)
CB

27l d, = .

3. 3JAK/IIOYEHHUE

[IpencraBeHUST JOKJIA] TTO3BOJISABA J1a ObJIAT HAMPABEHU CICAHUTE U3BOIM:

1. [Tokazanu ca yTOUHEHHMsI MIPU U3TPAKIAHE HA TEOPETHUUHUS MOJEI 3a pelllaBa-
HE Ha 3ajjayaTa, B pe3yiTaT Ha KOMTO c€ U305ArBaT JBYCMHUCIUATA U TIO ChILIEC-
TBO MPEACTABIISIBAT MO-HATATHIIHO Pa3BUTHE HA METOJA C CJIEKTPUUECKH BEK-
TOP-TIOTEHIUA.

2. ITocodeHHUAT TOIX0/ pas3IIMpsiBa M3IMOJI3BAHETO HA METO/A 3a ONpeeisHe Ha

BUXPOBHUSI TOK U CWJIOBUTE B3aMMOJCHCTBUS MPU Pa3HOOOpPa3HU HHXKEHEPHU
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Peztome: Cepvxnposooumocmma e siglieHue, Koemo ce OYeHa8a Om yuenume Kamo HeeposimeH
genomen. B ooknaoda ce npocieonsa 8 xpononozuien ped OMKpUmMuemo Ha moea sAsjeHue, He2o8us
Quzuuern cMucvi, OMKPUBAHEMO HA MAMEPUAlU, npu KOUMmMo 6vb3HUKea moea seienue. Onucauo e
no8edeHUuemo Ha pasiudHume c8pbXNPo8ooAU 6 MacHumuo noie. Ilpocredasa ce omxkpueanemo
Ha BUCOKOmMeMnepamypHume ceépvXnposoonuyu. Pasenescoam ce easicnume xapaxmepucmuku u
napamempu Ha C8PvbXNPOGOOHUYUME, Upe3 KOUMOo me ce U3Ccie08am u ce oyeHsa8a maxHomo nose-
Oenue. Ilpasu ce ananuz Ha memooume, upe3 KOUMO e NOOX00AUO 0d ce U3BbPUIBA UZCIEe08AHE HA
OCHOBHUME XAPAKMEPUCMUKU U NAPAMEMPU HA C8PXNPOBOOHUYU U BUCOKOMEMNEPAMYPHU CEPBX-
nposoonuyu. lloxkazano e, ye 8UXPOBOMOKOBUME OE3PA3PYUWUMENHU MEeMOOU A eOHU OMm HAll-
nooxXooAwume 3a U3Mep8ane Ha pasiudHume napamempu u XapaKkmepucmuky Ha C8PbXnpo8ooAU
obexmu.

KirouoBu nymm: cBpbXIIPOBOJUMOCT, BUCOKOTEMIIEPATYPHU CBPBXIIPOBOAHMIIN, XapaKTEPUC-
TUKHU U TapaMeTPU Ha CBPBXIIPOBOIHHUIINUTE.

1. BbBEJAEHHUE

[Ipe3 1911 r. xomanackuar guszuk Xaiike OHec MpaBU CBOETO HAN-TIOPA3UTEITHO
otkputHe. Toil ycTaHOBsBa, e 1o 4° K elneKTpu4ecKOTO ChbIPOTUBIEHUETO HA KU-
BaKa PA3KO Naja 0 HyJa U 0CTaBa TaKOBa JI0 MOCTMKUMUTE TOraBa HUCKU TEMIIepa-
TypHu (~ 0.1°K) [1]. ITosryuenuTe pe3ynaTaTv ca Ha'bJIHO HeoyakBaHU. OHEC CIOTyyY-
JMBO HA30BaBa TOBA SIBJIIEHUE CEPBXNPOGOOUMOCH (BMECTO HJAEAIHA MPOBOJAUMOCT
HaIpuMep) , a TeMIepaTrypara, IpH KOSTO CTaBa CKOKBT Ha ChIIPOTHBIIEHUETO, HAPU-
ya kpumuyna memnepamypa (T.). SIBHO To BemHara pa3Oupa, 4e cTaBa Jyma 3a He-
[0 MHOTO MO-Pa3ju4HO OT uOoeaiHa MPOBOAUMOCT - SBJIEHHE, KOETO CJEABa J1a Ce
NOSIBH B METaJl C UACATHO MOJApeacHa KpucTaiHa pemerka npu T = 0.

2. U3JIO’)KEHHUE

B paznuunuTe BUOBE MaTepuanu (METalad, CbeIMHEHUs, CIUIaB1), HAMUpPAIU Ce
B CBPBXITPOBOIAIIO ChCTOSIHHE, C€ HAOII01aBaT sBJICHUS OT o011 XapakTep. Tosa mo-
Ka3Ba, 4e MPUYMHHUTE 3a BH3HUKBAHE HA CBPBXIIPOBOJMMOCTTA, UMAT €IHAKBa (u-
3uuHa npupoaa. [lopagu To3u (GakT KbM BCHUYKU CBPBXIIPOBOJHUIIM TPsOBa Ja ce
npuiiara eMHEH oIX0/1 3a 00sSICHEHHE Ha HEeroBUsA MexaHn3bM. dusnynara npupoaa
Ha CBPBXMPOBOAMMOCTTA € pa3rajana npe3 1957 r. b3 ocHoBa Ha OO1aTa Teopusita
Ha ¢a30BUTE MPEXOAN OT BTOPH poj, mpemiioxkeHa ot Jlangay mpe3 1937 r. [2]. Teo-
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pusita Ha cBpbxnpoBoguMocTTa (BKII) e ch3nagena or amepukanckure gpuznunu Jx.
bapnun, JI. Kynep u JIx. Hlpudsp (Hanpumep [3]) u nopazsuta ot H. boromato6os.

OxkasBa ce, 4e OCBeH (popMaHaTa NIpUIIMKa MEXY SIBICHUATA CBPBX(PIYUTHOCT U
CBPBXIPOBOAUMOCT (KakTO CBpBX(IIyHaHATa TEUHOCT MpoTUYa 0e3 TpueHe, T.e. 0e3
CBHIPOTUBIICHUE, 110 KAMWISPHU TPHOUYKHU, TaKa U €JICKTPUUHHUSIT TOK MpOoTHYa Oe31-
PEMSATCTBEHO B CBPBXIPOBOAHUKA) MEXKIY TE€3H JIBE SIBJICHUS ChIIECTBYBA AHAJIOTHS C
IBIOOK (PU3MYEH CMHUCHI. SIBICHHETO CBPBXIPOBOJUMOCT MOXKE KaYECTBEHO Ja Ce
o0sicHM 1o ciaeAHus HauuH. OCBEH CHJIMTE Ha KYJIOHOBOTO OTOJ'bCKBaHE, HAMaJICHU
3HAYNUTEIHO BCJEACTBUE EKPAaHWPAHETO OT IOJOKUTEIHUTE HOHM Ha pEIIEeTKaTa,
MEXIY €JIEKTPOHUTE B MeTana ACHCTBAT U cllabu CUJIM HA NPUBJIMYAHE, Bb3HUKBAIIIH
B pe3yaTaT Ha eJIeKTPOH — (OHOHHOTO B3aumojeicTBue. [Ipu onpeneneHu yciaoBus
T€3U CUJIM MOTaT J1a HaJBUIIaBaT CHJIUTE Ha OTONbCKBaHe. B pe3ynrar Ha B3auMHOTO
NPUBJIMYAHE MEXKIY €JIEKTPOHUTE Ha MPOBOJUMOCT c€ 00pa3yBa CBOCOOPa3HO CBBP-
3aHO CHCTOSIHHME Ha JIBa €JIEKTPOHA, HAPEUYEHO Kyneposa dsotika. ‘“‘Pazmepure” Ha Ta-
KaBa JIBOMKA ca MHOTO MO-TOJIEMH OT MEXKIYyaTOMHUTE Pa3CTOSIHUS, T.€.MEXKIY €JeK-
TPOHHUTE, CBBP3aHM B TaKaBa JIBOIKa , C€ HAMUPAT MHOTO JAPyTH “00MKHOBEHH  (CBO-
00JIHM) €JIEKTPOHU. 3a Jia ce pa3pyllu €JHa TakaBa KylepoBa JBOMKa, T.€. 1a ce OT-
KbCHE OT Hesl €JUH E€JIEKTPOH, € HeOOXOAUMO Jla C€ M3Pa3XOAu HSKAKBA €HEprus 3a
IIPEOJIOJISIBAHE HA CWJINTE HA MPUBIMYAHE MEXKIY eleKTpoHuTe i. [lo mpuHumn raka-
Ba €HEpPrusi MOXE Jia ce MOJYy4YHu 3a CMETKa Ha B3aumojeicTBueTo ¢ ¢poHonute. Ho
JIBOMKHUTE Ce MPOTHUBOIMOCTABAT HA BCEKH OMNUT Ja ObJAT pa3pylleHH, Thil KaTo oOpa-
3yBaT CUCTEMa OT B3auMOJecTBaIIM cu yacTulu. Enexrponure, oOpasysaiu Kyrme-
poBaTa JABOMKa, UMAT MPOTHUBOIIOJIOKHO OPUEHTUPAHU CIMHOBE U CIIMHBT Ha JBOMKa-
Ta € paBeH Ha HyJa, T.€. T IpeacTaBisiBa 0030H. KakTo € n3BecTHO, MPUHIMIBT Ha
[laynu e HeNPUIOKUM KbM OO30HUTE, T.€. OPOST UM B 1aJICHO EHEPreTUYHO ChCTOS-
HUE HE € OTpaHUYEH. 3aTOBa MPU CBPBHXHUCKU TeMIlepaTypu OO030HHUTE 3aemart Impe-
JTUMHO OCHOBHOTO CBHCTOSTHHE, OT KOETO TPYIHO OMXa MOTIJIM Ja MPEMHUHAT BbB Bb3-
Oyaeno cbcrosiue. [loa neicTBHETO Ha €IEKTPUYHO IMOJIE TaKaBa CHUCTEMa OT yC-
TOMYMBHU KYNEPOBU JABONKHA MOKE CBOOOJHO Jla Ce JBUXKM B MPOBOAHMKA, O€3 J1a u3-
NUTBAa KaKBOTO M J1a € ChIPOTHUBJICHHE. TOBAa BCHIIHOCT € €IEKTPUUECKUSAT TOK MPH
CBPBXIIPOBOIUMOCTTA.

CBpBXIPOBOAMMOCTTa UMa OLIE €HO XAPAKTEPHO CBOWMCTBO — udeanHusm oud-
maenemuzvm (epexkt Ha MaiicHep u Oxcendenn [4], mo-4yecTo CriOMEHaBaH KaTo
“ehexm na Maiicuep”). ineanHusaT quaMarHeTu3bM € TEPMHUH, O3HAYaBalll, Y€ Mar-
nutHata uaayknus B = (H + 47M) BBB BCsika To4ka r B o6ema Ha Ts10To V € paBHa
Ha Hyna, B(r) = 0, T.e. ye BbHIIHOTO MarHUTHO nosie H u HamaruutBanero M yaoB-
netBopsiBaT paBeHCTBOTO H(r) = - 4nM(r). Tpsabpa na ce oTOenexu, ye ChIVIACHO
€JIEKTPOJIMHAMUKaTa OT WIEaTHATa TPOBOJUMOCT CJIEABA CBOWCTBOTO HJEAJIEH Iapa-
marHetu3bM (B = H, 7.e.M = 0), a He uaeaneH JuaMarieTu3bM, KakTo € B CBPBXIIPO-
BOJAMMOCTTA.

JleTallsIHOTO M3ciieBaHE HAa IOBEACHUETO HA PA3JIMYHUATE CBPBXIPOBOJHUIIA B
MarHUTHO TOJI€ TOKa3Ba, Y€ MO XapakTepa Ha pa3pylIaBaHETO Ha CBPBHXMPOBOAM-
MOCTTa OT MarHUTHOTO T0JI€, CBPBXIPOBOJHUIIUTE CE€ MOJAPA3JEIAT HA CBPBXIIPO-
BogHuLM oT I pox u cBpexnpoBoguauuy ot Il pox [6].
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[Ipu p = 0 cBpBXIIPOBOAHULUTE OT | PO U3TIACKBAT U HE MPOMYCKAT MAarHUTHO-
TO 1ose. ToBa CBOMCTBO MOKE J1a CE€ 3alMILE Taka: BbTPE B CBPBXIIPOBOAHUKA OT |
pon MarHuTHata MHAyKIUa B BuHaru € paBHa Ha HyJa B(r) = 0. ToBa CBOWCTBO
OPUHLUIHO pa3jinyaBa CBPBXIPOBOJHMKA OT HOPMAJHUA METAI C HYJEBO
€JEKTPUYECKO CBHIPOTUBIIECHHUE. B CBpBXMPOBOAHMUINTE OT | poJ MarHUTHOTO MOJE
HE IPOHUKBA J0 CTOMHOCT Ha MOJIETO, pa3pyllaBaila CBPbXIPOBOAUMOCTTA, TAKa Ha-
peyeHoTo kpumuuro macHumuo nozne He.

XapakTepHa 0COOEHOCT Ha CBpbXMHpoBoaHULUTE OT Il pos e, ue MarHuTHOTO ToJIe
MOJKE J1a MPOHUKBA B TAX 0€3 Ja pa3pyliaBa CBpbXIpoBoanMocTTa. [Ipy HAKaKBO 1MO-
ne H  ( nvpso kpumuuno nose ) BBHITHOTO MarHUTHO TOJIE€ 3al104YBa J1a IPOHUKBA B
oOpasera 1 HETOBOTO MPOHUKBAHE C€ yBennuyaBa ¢ yBenuvaBaHe Ha H 10 HskakBa
crorHocT Ha nonero H ,, HapeyeHo emopo kpumuuno noje. B mone OT HyleBa
ctorHOCT 110 H ; CBpbXIIpoBOIHUKBT OT I poj ce nbpKu KaTO CBPBXIPOBOAHUK OT |
pon. B Hero ce HaOm0aBa MaeaneH IMaMarHUTU3bM, HETOBOTO €JIEKTPUYECKO ChII-
poTuBJieHHE € paBHO Ha HyJa. B obmactra H < H < H |, NpoHUKBaHETO HA MOTOKA
€ YaCTUYHO, IPY TOBAa MAarHUTHOTO I0JI€ MPOHUKBA B 00paselia BbB BUJ HA OTJEIHU
BUXPH (Taka HapedeHUTe suxpu Ha Abpuxocos [8]), BCEKH OT KOUTO ChAbPKA MOTOK
®,. CrcTosTHUETO Ha o0pasela ce Hapuya cmeceHo cvcmosiHue. B To3u ciydait
CBPBXIIPOBOJAUMOCTTA Ha o0Opa3ena ce 3amas3Ba /10 ToraBa, JOKaTo OTIEIHUTE BUXPU
HE CE€ CJIeAT, KOeTo craBa B MarHuTHO nosne H ,. B MarautHo none H > H , cBpbxn-
POBOAMMOCTTA BHTPE B oOpaszena ce pa3pylilaBa, HO C€ 3ala3Ba B ThHbK MOBBPXHOC-
TeH cioul. [IoBppXHOCTHATa CBpBXOPOBOAUMOCT c€ 3ama3Ba B auana3zoH H , < H <
H 3, xato H 3=1.69 H ,, B mone H > H ,3 06pa3eirsT HAIBIHO MPEMUHABA B HOP-
MajHO cheTosiHue. Hali-BaxkHaTa ocoOeHoCT Ha cBpbxnpoBoaHuIy ot 11 pos ce siBsBa
CIIOCOOHOCTTA UM J1a C€ HAMUPaT B CMECEHO ChCTOSTHUE.

BBHIIIHOTO MarHUTHO MOJI€ B ABJIOOYMHA Ha CBPBXIPOBOJIHUKA EKPAHUPA MOBBP-
XHOCTHHUTE TOKOBE B CJIOM, KOMTO ce Hapuia dvrbouuna na nponuksane A(T). Xapak-

TEPHT Ha TIOBEJICHUE HA CBPBHXIPOBOJHUIIMTE B MATHUTHO IOJIE CE OMpenens OT Be-
muunHaTa x (O6e3pa3MepHa “BellecTBeHa KOHCTaHTA, HApedeHa napamemuvp Ha I uH-

MT
36pye — Jlanoay) [5], x = é]—% (xkbaeTo £(T) € Ib/DKMHA Ha KOXEPEHTHOCT, pa3Mepa

. 1 B 1
Ha Kynepoea 060uika). AKO K < —=, CBPbXIPOBOJHUKBT € 0T | ™ poxa. Ako k > —,
V2 V2
CBpPBXIPOBOJHUKBT € OT II pox [6]. 'onsiMa 9acT OT CBpBXIPOBOIALIUTE E€IEMEHTH
ca CBPBXIIPOBOAHMIIM OT | poj , a CIJIaBUTE U ChEAMHEHHUATa OOMKHOBEHO MpUTEXKa-
BAT CBOMCTBAaTa Ha cBpbXIpoBogHuLHK OT Il pon. Ha npakTrka noreHMaiHO BCUUKH
HOBH CBPBXIIPOBOISIIK ChEIUHEHHS, OTKPUTH OT Ha4aa0To Ha 60 TOAMHU 10 JHEC
ca cepbxapoBognunu ot 11 pon.

M3ydaBaHEeTO Ha CBPBXIIPOBOAHUIMTE € CBIIPOBOAEHO C IPEOJOIABAHETO HA HA-
KOM TPYJHOCTH, Hali-Ba)KHATa OT KOUTO € TeMIeparypHara Oapuepa. TemmneparypHa-
Ta Gapuepa € cBbp3aHa ¢ He0OXOAMMOCTTA 32 OXJIAKJaHE Ha CBPBXIPOBOIHUKA J1a CE
M3I10JI3BaT CKbBIIO CTPYBAIUIM U KAIPU3HU OXJIAJUTENN — HAIp. TEYEH XEIUH (IJOKOJI-
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KOTO ChlllecTBYBamuTe 10 1987 r. CBpBXIPOBOJHUIIM Ca ¢ MHOIO HUCKAa KPUTHYHA
temneparypa T.). [Ipumep e cprenunenunetro Nb;Ge, 4usiTo KpUTHYHA TeMIepaTypa
T.= 23.2°K (807° roguuu Ta3u KpUTHYHA TEMIIEPATYPa CE € CYMTaIA 3a BUcoka). Ta-
31 CTOMHOCT € OJM3Ka 10 TeMIlepaTypaTa Ha KUIIEHE Ha T€YHUS BOJOPOJ U TEUHMUS
HEOH U T€ YCHENIHO OMXa MOIJIM J1a C€ M3IMOJ3BAT 32 OXJIAXKAaHE Ha CBPbXIIPOBOIHU-
uu ot Nb;Ge. Oxia)kJaHeTo Ha CBPBXIPOBOAHUIM C MO-HUCKA KPUTHUYHA TEMIIEpa-
Typa T, € CBBp3aHO C OlLlEe NO-TOJIEMH TPYJIHOCTH. 3aBETHATa rpaHULA 33 KPUTHYHA
temriepatypa T, € Temneparypara Ha kuneHe Ha Tednus a3ot (77°K), koito npenc-
TaBJIsIBa €BTUH U JIOCTBIIEH OXJAJMUTEN, IPOU3BEKAAIL CE B MPOMMUIIJIEHOCTTA B TO-
JIEMU KOJIMYECTBA. PerieHneTo Ha To3u Npo0sieM € MpeoAossiBAHETO Ha a30THaTa Oa-
puepa, T.€. Ch3/1aBaHETO Ha CBPBXIPOBOSAIIN MaTEPHAIIA C BUCOKA KPUTUYHA TEMIIE-
patypa. Tosa ce ciyuBa npe3 1986 — 1987 r., korato ca OTKpUTH HOBU 8UCOKOMEM-
nepamypHu ceépvxnpogooHuyu [7]. BucokoTemnepaTypHUTE CBPBXIPOBOJHUIIM Ca
cBpbx1npoBoaHULIM OT II pox.

[Ipe3 1986 r. Hemckusat pusuk ['eopr begHopir n mBelmapckuar Gusuk AJek-
canabp Mionep mpoBexIaT €KCIIEPUMEHT, B KOMTO HabJt01aBaT CBPBXIPOBOAUMOCT
B KepaMuKaTa dapuil — 1aHman — mMedeH okuc npu KputudHa temmeparypa T, = 35°
K, koeTo e 3HauuTeNHO MoBeYe OT MOCJeIHATa Hall-BUCOKa TeMIIepaTypa Ha CBPbXII-
poBoaumoct — 23° K, nocturnara npe3 1973 r. B kpas Ha 1986 r. Ilon Uy ot Xroc-
THHCKHUSI YHUBEPCUTET MOTBBpKAaBa pe3ynrature uMm. CienBar choOIEeHUs 32 HOBO-
OTKPUTHUTE CBPBXOPOBOAAIIM Kepamuku — La, Sr,CuQy4 ¢ xpuTtnyHa Temmeparypa
T.=36° K n YBa,Cu30y., c Temneparypa Ha cBpbxnposogamus npexon T.= 92° K.
Taxa e npeononsiHa a30THaTa Oapuepa Mo OTHOILIEHUE Ha KpuTuyHa Temneparypa T,
Ha CBPBXIPOBOISAIINTE Npexoau. ToBa € ceH3auus U BCUUKHU 3all04BaT J1a TOBOPAT 3a
“CBpPBXIPOBOASAIINSA OyM”.

OcHoBHaTa npuyYKHa 3a rojemus ycnex mnpe3 1986r. — 1987r. e cBbp3ana ¢ npeo-
J0JIIBaHE Ha “XMITHO3aTa” HAa YUCTUTE METAIH U C MPEX0/ia KbM Pa3IMUHUTE JBOIHU,
TPOMHM, YETBOPHU CHEIMHEHMS OT Pa3IM4YeH THI M TECTBAHETO UM 3a CBPBHXIIPOBO-
auMocT. IMEHHO Mo TakbB HAYMH Ca OTKPUTH B HAYAJIOTO “‘€K30TUYHHUTE CBPBHXIPO-
BOJIHUIIM — OPraHUYHM, MAarHUTHU [9], a clien ToBa U HOBUTE BUCOKOTEMIIEPATYPHU
CBPBXIIPOBOJHUIIM. B Ta3u Bpb3ka TpsiOBa aa ce oTOENeXH, 4e roJIeMHUTE YCIEXU B
MTOBUIIABAHETO Ha KPUTHUYHATA TeMiiepaTypa T, ca MOCTUrHATH C METATIOOKCUIHUTE
CBPBXIIPOBOJIHUIIM, CUJIHO OTJIMYABAILU CE€ OT MPOCTUTE METaIM. 3a cera odaye, TeM-
nepatrypa T, mo-Bucoka ot 40°K moxke ga ce moiyyud camo MpPU MEAHO-OKUCHU
CBPBXIPOBOAHMIM. JlOKJIafBaHaTa HaW-BUCOKAa CTOMHOCT Ha T, Ha CBPBXIIPOBOAM-
MOCT Ha He medno-okuchHu mamepuaau € 39° K 3a MgB, [10]. Temneparypara ot 40 °
K e 6mm3ka 10 miam HaJ TeopeTHYHATa CTOMHOCT, mporHo3upana ot teopusita bKILI
[11]. Ilopagu TOBa € MHOTO BaXXHO J1a C€ HAMEPU He MeOHO-OKUCEH CBPBXITPOBOIHUK
¢ kputnuHa temneparypa T. nmo-Bucoka ot 40° K, 3a ga Mmoxe ma ce pazdbepe mexa-
HU3Ma Ha CBPBXIPOBOAUMOCTTA MpH BUcoka T..

3a OTKpHUBaHETO Ha 00EMHA CBPBXIPOBOAMMOCT B OKMCH HAa CAMapUEBO-apPCEHOBU
crenuHenuss SmFeAs Oy, F, cbc ctpykTypa oT Buga ZrCuAiAs € J0KIaJBaHO B
[12]. I3MepBaHeTO Ha crielu(UIHOTO 00EMHO CHIIPOTUBJICHNE U HA HAMArHUTEHOCT-
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Ta JaBaT CHJIHM JIOKa3aTeJICTBa 3a TeMIlepaTypa Ha mpexoja oT mopsabka Ha 43° K.
Coenunenuero SmFeAs Oy Fy e mbpBUIAT He Mmeono-oxucen CBPBXIPOBOIHUK C
kputuyHa temmneparypa T, mo-sucoka ot 40° K. ToBa € cuiieH apryMeHT CheIMHEHHU-
eto SmFeAs Oy F; na ce cunra 3a e1uH HETPAIUIIUOHEH CBPBXIIPOBOIHHUK.
dunmoBuTe psisiko-meTanno-3eMHu okucu LaOMPn (M=Fe,Co,Ni, Ru u Pn=P u As)
MIPUBJISIKOXA TOJIIMO BHUMAHHUE KbM ceO€ CU MOPaau OTKPUBAHETO MPH TSAX HA CBPBHXII-
poBoaumocT mipu T, = 26°K B xems3narta 6aza LaOy FyFeAs (x=0.05—-0.12) [13].

[TapanenHo ¢ ThPCEHETO W OTKPUBAHETO HA HOBH BHUCOKOTEMIIEPATYPHHU CBPBHXII-
POBOJIHUIIM CE TIOCTABS U 3aj7a4ara 3a W3CJICIBAHE U U3yYaBaHE HA TEXHUTE (PU3NIHU
CBOMCTBA. 3a MPAKTHYECKOTO M3IMOI3BAHE HA CBPBHXIPOBOIHUITUTE HAN-TOJISIM MHTE-
pec TpEeICTaBIsABAT CIEAHUTE TMapaMmeTpu: KputhyHata Temmeparypa T., BTOpoTo
kputuyHo tosie H ,,, kputnunus 1ok I ., cnenuduaaoTo 06EMHO CHIPOTUBIICHUE.
N3mepBaHeTO Ha pa3IMYHUTE MapaMeTpu Ha CBPBXIIPOBOJHUIIMTE MOXE Ja CE M3-
BBHPILM KAaTO CE€ M3IMOI3BAT pa3inuyHu MeToau. Hail-o01io Te Morat aa ce pa3aensar Ha
KOHTaKTHU U 0€3KOHTAaKTHH. KbM KOHTaKTHUTE CE€ OTHACST Pa3IMYHUTE KOHBEHIIMO-
HAJIHU MOCTOBU METOJU. 3a peaIu3upaHeTo UM € HeoOXOIUMO Ja C€ OCUTYPST KOH-
TaKTH KbM CBPBXIpOBOAAIINTE 0Opa3uu. B [14] ce pasrnexaa MeTo] 3a HaHACSHE Ha
HUCKOOMEH KOHTAKT /upe3 pasnpainBane/. M3mons3sar ce chlo Taka cpeObpHU MACTH
1 eBTCKTHUKH Ha 0Oa3ara Ha mHaui W raymid. B [15] ce onucBa enua CB4 — meTon
/oTHOBO KOHTakTeH/. OOl HEIOCTaThK Ha TE3W METOJIM € CKbIlaTa M Kampu3Ha
TEXHOJIOTHSI 32 HAHACSHE HA KOHTAaKTH C MAJIKO MPEXOJHO CHIIPOTHBIICHUE W OIlac-
HOCTTa OT Bb3HUKBaHE Ha Oapuepu Ha MOBBPXHOCTTA HA CBPBXITPOBOISIINS 00pa3ell.
ToBa BoM 10 MOMBIHUTENHU 3aTPYIHECHUS TIPU pealn3upaHe Ha HEOOXOMUMUTE W3-
MepBaHus. ETo 3a10 KOHTAaKTHATE METOJIU Ca TPYJIHU 3a M3IOJI3BAHE TIPU U3CIIEBA-
HE ¥ U3MEPBAaHE HA XapaKTEPUCTUKUTE HA CBPBXITPOBOISAIIN 00Opa3IIH.

[Tocouenure mo-rope HeAOCTATHIM HA KOHTAKTHUTE METOJU HE ChIIECTBYBAT MPH
0€3KOHTaKTHUTE MeTou. Te crmanar KbM rpynaTta Ha KocBeHuTe Meroau. [lpu Tsx ce
OLICHSBAT (WJIM M3MEPBAT) pa3iMyHU (U3NYHU BEIMYMHM Ha M3CIEABAaHUS OOEKT,
MOCPEJICTBOM KOMTO CE€ ChIIM 3a cBoMcTBaTa Ha oOekTa. ClieoBaTEIHO 3a MoJydyaBa-
HE Ha JOCTOBepHa MH(popMaIus (Thi KaTo TS € KOCBEHa) € Heo0XoauMo aA00pe J1a ce
MO03HABAT KOPEJIAIMOHHUTE BPB3KU MEXKIY (GU3MUYHUTE BEJIMUMHUA U KOHTPOJIUPAHUTE
CBOICTBa Ha O0OEKTA.

[Tpe3 1988 r. B [16] ce mybnuKkyBa choOIeHre, Y€ TPpyIia U3CIeI0BATEIN OT Ha-
MoHaHaTa Jradboparopus B Jloc Amamoc ca pa3paboTwiu amapar 3a O€3KaHTaKTHO
M3MEpBaHE Ha XapPaKTEPUCTUKUTE HA CBPBXIPOBOIHUIM ¢ Bucoka T, oCHOBaH Ha
MeTOo/a C BUXpOBUTE TOKOBE. OT CBOS CTpaHa BUXPOBOTOKOBUTE METOJIA UMAT CBOU-
T€ MPEAUMCTBAa — OE3KOHTAKTHOCT, claba 3aBHCHMOCT OT yCJIOBHUSTA HAa OKOJHATA
cpena, BUcCOKa MH(POPMATUBHOCT, BUCOKA TEMIIEpaTypHa CTAOMITHOCT.

3. 3JAK/IIOYEHHE

OT U37I0)KEHOTO IMO-rop€ MOXKEM Ja O606HII/IM, 4c 3a U3CJICABAHCTO HAa CBPBXIIPO-
BO AN 06p33LII/I M 3a USMCPBAHCTO HA PA3JIMYHUTC UM XAPAKTCPHUCTUKHU U IMApaMCT-
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pHY € MOJIXOMASIIO J1a ObJaT U3IMOI3BaHU OE3KOHTAaKTH MeToau. Clie10BaTeIHO MOXKE
Jla ce OYaKBa MPUIIOKEHUETO Ha BUXPOBOTOKOBHUTE 0€3pa3pyIIUTEIIHU METOU 32 U3-
MEpBaHE Ha Pa3IMYHUTE MapaMeTpu Ha CBPBXIPOBOJAIIM OOCKTH Ja OBJAE BCE IO-
TOJISIMO M J1a J1aJie OYaKBaHUTE JOOpHU pe3yJITaTH.
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HA TPAHC®OPMATOPEH BUXPOBOTOKOB
HHPEOBPA3YBATEJL, PASIIOJIOXKXEH HAZA ABUXELIHN
CE IIVIOCKH TPOBOJAIINA PEPOMAI'HUTHU OBEKTH

Creduo I'ynuncku, Basepu UBanos

Texandyecku yauepcutet Codus, kat. “O01ma enekTpoTexHuKa”,
e-mail: sgg@tu-sofia.bg FO3Y “H. Puncku”, email: val iv@abv.bg

Pe3tome: B ooknaoa e ananuzupan 6bnpoca 3a uzoop Ha CMbNKama u 2paHuyume Ha uHmMezpu-
pane npu YuUcieHomo UHmMe2pupare Ha U3pasza 3a U3XOOHUsL CUSHANL HA MPAHCHOPMAMOpeH eleKm-
pomaznumen npeoopaszysamei, pasnoioNHceH Hao ogudcewu ce niocku obexkmu. Kamo usxooen cue-
HA ce pazeneicod KOMNIeKCHAma eQekxmusHa CmouHOCH HA 6HeCeHemo Hanpejceuue, UHOYKmu-
pano 6 uzmepsamennama namomka. Tlonyuenusm uzpas npedcmaensiéa 060eH HecoOCmeen urnmes-
pan om KomniekcHa noournmezpanta @yukyus. Iloxazano e, ue npu Hanuuue HaA OBUdICEHUE U 8
o0geme KOMNOHeHmU (Peanrna u UMAcuHepHa) Ha NOOUHMeSPAIHama QYHKYUs ce NowyYaeam usme-
HeHUsl, Koumo Haiaeam cneyuaned noooop Ha CMbNKama u cpaHuyume Ha unmezpupane. Ako He ce
ObpoICU CMEmKA 34 me3u UBMEHEHUS 6 HAKOU CAy4all (Hanpumep Npu 20jemu CMOUHOCIUM Ha
0000WeHUs napamemvp) ce NOAYHABAM 3A8UULEHU CPEUKU 8 Pe3YImama om UHmespupanemo, Ko-
umo modxuce 0a 008edam 00 Henpeyu3Hu 3a8UCUMOCMU U U3BOOU.

KiouoBu 1yMH: aHaTUTHYEH METO]I, ICKTPOMArHUTEH MIpeodpa3yBaTen
1. BBBEJIEHUE

B npenumna nayyna pabota [1] aBTopuTte ca U3BeNIU MO METO/Aa C UHTETPATHUTE
TpaHcPOopMaIK aHATTMTUYEH U3pa3 3a U3XOJHUS CUTHAJIa Ha Jomupall TpaHchopma-
TOpEH BUXPOBOTOKOB mpeoOpa3zysaten (BTII) ¢ mpaBobreiHM HAMOTKH, pa3noioxke-
HU HaJl €HOCIIOCH TUIOCHK MPOBOALL epoMarHuTeH o0ekT. Bp30yaurenHara u us-
MepBaTeIHaTa HAMOTKH €A C YCIIOPEIHU CTPAHM M JIE)KAT B PAaBHUHH, YCIIOPEIHU Ha
NOBBPXHOCTTA Ha M3MEpPBaHMs (KOHTpOJIHpaHus) o0ekT. OTunuTa ce TpaHCIAIMOHHO
OTHOCHTENHO JBmKeHne Mexay BTII u obekra cbe ckopoct v =v € +v €, . Bb30y-

OUTETHUSAT TOK € CHHYCOMJIaJIeH C BIJIOBA YECTOTA ® = 27f U CPEAUTE C€ CUUTAT JIH-
HEIHU U XOMOTreHHHM (Y = const U |, = const), IOpagu KOETO c€ padoOTH C KOMIUIEKC-
HUTE €(EeKTUBHU CTOMHOCTH HA MPOMEHJIMBUTE BETMUNHHU.

Karo u3xoaeH curnai ce pasriex/ja KOMIUIEKCHaTa e(peKTUBHA CTOMHOCT Ha BHeE-
ceHoTo Hanpexenue U, [2], MHAYKTHpPaHO B M3MepBaTeIHATa HAMOTKA. [loTydeHusT
u3pa3 IMpeiCTaBiIsiBa JBOCH HECOOCTBEH MHTErpajl OT KOMIUIEKCHA IMOJMHTErpajiHa
GyHKIUS, B KOWTO Ca M3MOI3BAaHU Bb3MOXXHOCTUTE 32 MPEMUHABAHE KbM OTHOCHUTEJI-
HU (Oe3pa3MepHH) BEIMYMHU U MapaMeTpHu. Thil KaTo MHTErpaja He MOXeE J1a Ce pe-
1M aHAIUTUYHO, CE€ Hajara 4YucJleHOTo My pemraBaHe. [loka3zaHo e, ye npu Hamuuue
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Ha JIBJKEHUE U B JBETE KOMIIOHEHTH (pealHa U MMaruHepHa) Ha MOJAMHTErpagHara
(GyHKIUSA ce MoTy4yaBa HECUMETPHUS 0 OTHOLIEHUE HA MHTErPAllMOHHUTE POMEHJIN-
BU U 0o0nacTu Ha ObpP3U U3MEHEHUS], KOUTO 100aBEHU KbM OTHOCHUTEIHO MAJIKMSL IS
Ha KMHEMaTW4yHaTa CbCTaBKa OT ITbJIHUA M3XOJEH CUTHAJ, U3UCKBAT CIELUAJIEH MOA-
OOp Ha CTBIIKUTE U TPAHULIUTE HA JBETE UHTErpUpaHUs. AKO HE c€ JbpKHU CMETKA 32
TOBa B peAMlia ciydyau (HampuMep Ipu rojieMd CTOMHOCTH Ha 00O0OIIeHHs mapamMe-
TBP) C€ MOJIY4YaBAT 3HAUUTEIHU IPELIKU B PE3YNITATA OT HHTETPUPAHETO, KOUTO MOXKE
J1a JOBEJAT A0 HENPELU3HU 3aBUCUMOCTHU U U3BOJMU.

2. AHAJIMTUYEH OHPEJAEJSAHE HA U3XOJIHUSA CUT'HAJI HA BTII
IIPU HAJIMYUE HA IBUKEHUE

2.1 AHaJIMTHYeH U3pa3 3a BHECEHETO HallpesKeHue B U3MepBaTeJHaTa
HaMoTKa Ha TpaHcpopmaTopen BTII

B [1] mo meTona ¢ uHTErpaqHUTE TpaHCHOpMaAILIMK € TIOJIyUYeH CIACAHUAT U3pa3 3a
U3XOJ/IHUSI CUTHAJ:

U, =—jg [ [ pA*v7 [, Osinvb, sinka, sin vb,dhdv, (1)

—00 00

KBACTO:
g =21 W,0INN,, f,=f/f,, O=sinkae"lebleakla-all ()

p=A¥ 4V, g, = [Pk O, ) (3)

fi=np—q, » [L=Rp+q, ,k’=0,k"=FK=jopwy . (4)

a, a, ... cj ..h;, h; ca reomerpuyHuTe pasmepu. “l1” mokaspa MPUHAIICHKHOCT Ha
BeTMYMHATa KbM BB30yauTenHaTta Hamotka (BH), a “2” — xpM m3MepBarenHaTa Ha-
Motka (MH).

JIBOMHMAT HECOOCTBEH MHTErpajl ce IOoJyyaBa B pe3yiTaT Ha MPUJIAraHeTo Ha
nBoitHata 6e3kpaitna Oypue-Tpanchopmanus [3] ¢ mapamerpu A u v. Y 100HO € 11a ce
npeMuHe KbM Oe3pa3MepHH (OTHOCUTENHH) BeIMUMHU [2]. B yacTHOCT MHTETrpupaHe-
TO C€ U3BBPILBA 10 OTHOILIEHHUE HA Oe3pa3MepHUTE NPOMEHIIUBU X =a;A U y=a,; v (To-
Ba HE Ca JEKapTOBUTE KOOpAUHATH!).

Iy ok o« ly
U, =—jgnt, Int= [F(x)dx, F(x)=x"sinxsin(a,x)e™ " [ f(x,y)dy, (5)

—ly —ly

f(x,y)= p*yfzfm sinbfy. Sinb;y'e—p*(hl*mz).ejy(d;—dl*) . )

2.2. AHam3 Ha 0cO0CHOCTHTE HA U3Pa3a 32 u3XoAHMA curaaa Ha BTII

Ot ¢opmyna (1) ce BuwxkAa, 4e MOAUHTErpaTHATa QYHKIUS 110 MPUHIIMUI € CUMET-
pUYHA MO OTHOLIEHWE HAa MHTErPAllMOHHHUTE NMPOMEHIMBU X U y. Hecumerpus uma
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caMo B WJIEHOBETE, B KOUTO y4acTBa CKOPOCTTa — ¢, OT (hopmyna (3), a cies HOpMH-
paHeTo:

v

q::\/p*2+jurB2(l+rXx+rYy), Tm=®2, m=x,y . (7
1

TBit kKaTO ABOMHUAT UHTErpan ot (1) He MoXke Jja ce pelly C MOMOIITa Ha U3BECT-
HUTEe (QYHKIMH, Hajlara c€ HETOBOTO YMCJICHO pemieHne. ToBa € CBhp3aHo ¢ n3bopa Ha
JIBE BOKHU BETMYMHHU — CTHIIKaTa HA MHTErpupaHe Ax = Ay W rpaHUIIUTE HA WHTET-
pupane t/, = +[, =+/ .

[Tpuero e, ye mMbpPBO ce UHTETpHUpa MO y , a CJIE TOBA IO X.

:ﬂﬂ"‘

-0,2

Re f

=0, p=1, x=0,8

-0,4

-0,6

-8 -4 0 Y 4 8

dur. 1

[Tpu nunca Ha IBUXKEHHME CTHIIKATA CE OINpPEAEIid OT MO MO-rojisiMaTta OT JIBETE Be-
muauHM (a; + ap) unu (b; + b,). I'pemikara He HaaBuana 1%, ako ce u3depe CThIKa:

AX:AySO,lTC/AIQ, (8)

KBJIETO A, € MO-ToJsIMaTa CTOMHOCT OT (a; + a,) unu (b; + by).
['panuriaTa / MHOTO CHITHO 3aBHCH OT CTOMHOCTTa Ha 0000IIEHUS TapaMeThp

B* = a; ypew )
[Tpu nurica Ha ABMYKEHWE ChIIATa TOYHOCT CE TOJTydaBa Mpu

1>02B + 65. (10)
TUnUUHUAT BUJI HAa KOMIUJIEKCHATa MOJuHTerpanHa (yHKIus f(x,)) 3a IBPBOTO

MHTETpUpaHe TIPH JIUIICa Ha JBIKEHUE € ToKa3aHa Ha ¢ur. | (mpu pa3nudHu CTOM-
HOCTHU Ha B) u dur. 3 (Mpu pa3aTuIHU CTOMHOCTH Ha X) 3a peayiHaTa 4acT U Ha ¢ur. 2
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(mapametrsp B) u dur. 4 (mapamersp Xx) — 3a uMaruHepHara. Ha dwur. 5 u ¢ur. 6 ca
MOKa3aHW KOMIIOHEHTUTE Ha KOMITJIEKCHaTa PyHKIHs F(X) Mpu BTOPOTO HHTETpUpaHE
IpU pa3INYHU CTOWHOCTH Ha 3.

f\//\i\ /jﬁ/\\j"‘uﬂ
A

Im f

E

| \ / +B:l
-0,08 4“5=0, p=1, x=0,8 p=30
\ [ —— =500

8 4 0 Y 4 8
Dur. 2
0 e " .
i g \::55/ / V T eagey
0,2
(O]
04
—e—x=0
-0,4 4‘17:0, B=30, uﬂ —=—x=0,8
—a—X=4
0,6
8 4 oY 4 8
dur. 3
O aalia A A SoliA T Y e
0,012
E

.0,024 /\‘ ——x=0
—ax=0,8
=0, B=30, p=1 ——x=4

-0,036

Dur. 4
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0 2 4 6 8

FN T =
al J =

0,6 1 ‘1:=0; p=l1, stp=0.02‘

0,8 1

N Y e
N Vs

ReF
=

X
dur. 5
0 2 4 6 8|
0 ~ ——a—a—t—F +\‘Mi—.
-0,05 A
LL
E
[ |
0.1 1=0; p=1, stp=0.02
—o—[}:l
-0,15 —=—B=30
—+—B=500
-0,2 X
Dur. 6

2.3. [Ipob6emMu ¢ TOUHOCTTA HA HHTETPUPAHE NPU HAJIUYHE HA IBUKEHHE

[Ipn Hanwure Ha OTHOCUTEIIHO JBMKEHWE BH3HUKBAT MPOOJIEMH MPU YUCICHOTO
WHTETpUpaHe MPHU TOJEMHU CTOMHOCTH Ha 0000IIeH s mapaMeTsp [3, KOUTO Ce AbIIKAT
Ha cuiIHA aedopmanus Ha BUA MOJAUHTETPATHUTE (PYHKIIMH KaKTO MPH MIBPBOTO WH-
Terpupane, Taka u Mpu BTOPOTO.

Ot dopmyna (7) ce BuKIa, 4e U3pa3bT B CKOOHTE 3a ¢y, MOXE Ha CTAaHE HYIIA.
Hanpumep npu ty = 0 ToBa cTaBa 3a x; = 1/1x (pecnekTuBHO mpH y; = 1/1y, aKo Tx =
0). Ot (7) cenBa, 4e ¢, =p , a ot (2), 4e

-1
fm=—t’+1 : (11)

KOeTo npu HedepoMarHuTHu 00ekTH (L, = 1) o3HauaBa, ue f,,= 0. Ot (5) u (6) BeqHa-
ra cjie/iBa, ue ¥ peajHaTa, ¥ UMarmiHepHaTa 4acT Ha KOMIUIEKCHUTE GyHKIUH f()), U
F(x) craBat HynH.
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BuabsT Ha KOMIIOHEHTUTE Ha MOAMHTErpaiHata (QPyHKUUS f()) TpU TBPBOTO HH-
terpupane npu ty = 083(3) 3a Tpu CTOMHOCTH Ha 000OIIEHHS MapaMeThp € MoKa3aH
Ha ur. 7 3a peanHaTa 4act, a Ha ¢ur. 8 — 3a umaruHepHarta. [lpu y, = l/ty =-1,2 u
JIBET€ KOMIIOHEHTH CTaBaT HyJia KaToO MpH MO-rojieMH [3 MpHU peasHara 4acT TOBa €
CBBP3aHO C €KCTPEMYM, KOUTO € MHOTO “OCThbp’, a IPU MMAarvuHEpHATa 4acT — CbhC
MHOTO “CTpbMHA” MPOMSHA Ha 3HaKa MEXIy JABa eKCTpeMyMa B O1M30CT 110 ;. Oue-
BUJTHO €, Y€ MHTEIPUPAHETO IO ) OKOJIO ), U3UCKBA CHJIHO HaMaJIIBaHE HA CThIIKATA
Ha UHTEerpupaune npu > 20.

AHaNOTUYHUTE 3aBUCUMOCTH Ha KOMIIOHEHTUTE Ha MOJMUHTErpajHata (QyHKIUsS
F(x) 3a BTOpoTO HHTErpUpaHe ca nokazaHu Ha gur.9 (3a peasiHara yacT ) v Ha dur.10
(3a umaruHepHata 4act) 3a 3 = 30 u Tpu ctoiiHOocTH HA Tx=0; 1,25 u2 npu 1y =0. U
TYK IPH X— 25 = 0,8 ¥ x—, = 0,5 u ABeTe KOMIOHEHTH Ha F'(x) craBar Hyxna. lIpu pe-
anHara 4Jact (¢ur. 9) ToBa cTaBa ¢ OCTbP MAKCUMYM, a TP UMarkiHepHaTa — ¢ MHOTO
CTPBbMEH Y4acThbK MEXIY JBa OJIU3KUA U OCTPU PA3HONOCOUYHU €KCTpeMyMa. 3a CpaB-
HEHHUE ca MOKa3aHW U TIaJKUTE JIMHUM B TO3M Y4acThK Ha KOMIOHEHTHUTE MOJUHTET-
panHata QyHkius npu tx = 0.

-3,6 -2,4 -1,2 0 1,2 2,4 3,6

TS

7,=0.83(3), p=1
0,2 X=1

Re f

0,4

-0,6

0,12
//]% 1,=0.83(3), p=1
0,06 xX=1

- _‘__.7/’;',-*
\/ /// s
—=—pB=5

-0,12 pa o o [

dur. 8

Im f
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3. 3JAK/IIOYEHHE

OT HanpaBeHUTE U3CIICBAHUS HA BUAA HA IOJUHTETpANHUTE (PYHKIMU U3pa3a 3a
M3XOJIHUSI CUTHAJ HA TpaHC(OPMATOPEH €JIeKTPOMArHUTEH MpeoOpa3yBaTen ¢ KBa-
paTHH YCTIIOPEAHU HAMOTKH OT (5) MOXKe J1a ce HaIlpaBsT CICIHUTE N3BOIU:

e 11 nBeTe KOMIOHEHTH Ha KOMIUIEKCHUTE (YHKIUH f U I ca 3aTuXBally, KaTo ¢
yBEJIMYaBAHETO HA CTOWHOCTTAa Ha 00OOIIEHUS MapaMmeThp [ 3aTUXBAHETO €
1m0-0aBHO, HO BbB BCUUYKHM MHTEPECHH 3a MpaKTHKaTa ciydan cien |x| > 100 u
ly| > 100 croiiHocTHuTe UM ca npeHeopexumu. N3pa3wT (10) ocurypsisa rper-
Ka OT MHTerpupaneTo noa 1% u npuHanuuue, ¥ Ipu OTCHCTBUE HA ABUKCHUE.

o @opmymna (8) ocurypsiBa 1006pa TOYHOCT TIPH JUTICA HA JBWIKEHUE WA TIpH [3
< 3 mpu HaNIMYME Ha OTHOCHTENHO ABMXKeHue. [Ipu nmwkenue u f < 3 crhi-
karta TpsabBa aa e mox 0,02.

e [lpu Hannuue Ha ABWKEHHUE U TMO-TOJIEMU CTOMHOCTH Ha 3 HE € e(PEeKTHBHO
WHTETPUPAHETO C HEM3MEHHA CThIIKa. MHOTO €(DeKTHUBHU IIIe ca aJrOPUTMH,
IIPU KOUTO CaMO B MHTEPBAIUTE OKOJIO X; U ), CThIIKaTa CHJIHO € HamalleHa, a
U3BBH TSX C€ UHTErpUpa ChC CTHIIKA, ONpeaeIieHa oT (8).

-1 -0,8 -0,6 -0,4 -0,2 0

"_a__.o

-0,4

B=30; a=0; p=1

——1=1,25

ReF

-0,8

——1=2

-1,2

dwur. 9

0,3

; B=30; a=0; p=1 0,2

ImF
o o
=

——1=1,25

——1=2

a0 0,2
{ .

-0,3

®ur. 10
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