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Abstract: - Sensor networks have attracted a lot of notice. Thus environments may consist of many inexpensive nodes, each capable of collecting, storing, and processing environmental information, and communicating with neighboring nodes through wireless links. We first study several relevant computational geometric problems. Then, a number of papers aimed at solving the coverage problem in wireless sensor networks are discussed. We will address issues such as surveillance and exposure of sensor networks, coverage and connectivity in network deployment, and coverage- and energy-preserving protocols for sensor networks.
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1 Introduction
The rapid progress of wireless communication and embedded micro-sensing MEMS technologies has made wireless sensor networks possible. Such environments may have many inexpensive wireless nodes, each capable of collecting, storing, and processing environmental information, and communicating with neighboring nodes. In the past, sensors are connected by wire lines. Today, this environment is combined with the novel ad hoc networking technology to facilitate inter-sensor communication [20, 25]. The flexibility of installing and configuring a sensor network is thus greatly improved. Recently, a lot of research activities have been dedicated to sensor networks, including design issues related to the physical and media access layers [23, 31, 34] and routing and transport protocols [3, 5, 8]. Localization and positioning applications of wireless sensor networks are discussed in [2, 21, 27].

Since sensors may be spread in an arbitrary manner, one of the fundamental issues in a wireless sensor network is the coverage problem. The purpose of this paper is to review the recent progress in this direction. Given a sensor network, the coverage problem in general is to determine how well the sensing field is monitored or tracked by sensors. In the literature, this problem has been formulated in various ways. Even in computational geometry, some coverage-related solutions can be found. Although solutions to those problems cannot be directly applied to wireless sensor networks, it is still worth to study those problems to establish some theoretical backgrounds on the coverage problem. Indeed, a lot of works have been dedicated to the coverage-related problems in wireless sensor networks in the last few years. These include the surveillance and exposure of sensor networks, and the concerns of coverage versus connectivity issues when deploying a sensor network. Through this survey, we intend to provide a comprehensive study and comparison among those works.

On the other hand, some works are targeted at particular applications, but the central idea is still related to the coverage issue. For example, to reduce sensors’ on-duty time, those sensors that share the common sensing region and task may be turned off to conserve energy and thus to extend the network lifetime. To do this, we have to determine which sensors to be turned off and how to schedule sensors’ on-duty time such that no blind point will appear after turning off some nodes. Several works addressing these issues will be discussed.

This paper is organized as follows. Section 2 studies relevant geometric problems. Section 3 and Section 4 present several works aimed at solving coverage-related problems in wireless sensor networks. Several coverage-preserving energy-conserving protocols are then presented in Section 5. Section 6 draws our conclusions.

2 Geometric problems
In this section, we review two computational geometric problems which are related to the coverage problem in a sensor network. The first problem is the Art Gallery Problem [18]. Imagine that the owner of an art gallery wants to place cameras in the gallery such that the whole gallery is thief-proof. There are two questions to be answered in this problem: (i) how many cameras are needed, and (ii) where these cameras should be deployed. Every point in the gallery should be monitored by at least one camera. Cameras are assumed...
to have a viewpoint of 360 degrees and rotate at an infinite speed. Moreover, a camera can monitor any location as far as nothing is in the middle, i.e., a line-of-sight exists. The number of cameras used should be minimized. The gallery is usually modeled as a simple polygon on a 2D plane. A simple solution to this problem is to divide the polygon into non-overlapping triangles and place one camera in each of these triangles. By triangulating the polygon, it has been shown that any simple polygon can be guarded by \( \lceil \frac{n}{3} \rceil \) cameras, where \( n \) is the number of triangles in the polygon. This is also the best result in the worst case [18]. An example of triangulating a simple polygon is shown in Fig. 1 and two cameras are sufficient to cover the gallery. Although this problem can be solved optimally in a 2D plane, it is shown to be NP-hard when being extended to a 3D space [19].

Another related problem in computational geometry is the circle covering problem [30], which is to arrange identical circles on a plane that can fully cover the plane. Given a fixed number of circles, the goal is to minimize the radius of circles. This issue is discussed in [9, 16, 17] for the covering of a rectangle. The coverings with less than or equal to five circles and seven circles can be done optimally [9]. For example, an optimal covering of seven circles is shown in Fig. 2. Reference [16] shows the coverings of six and eight circles and presents a new covering with eleven circles by an approach based on the simulated annealing. The coverings with up to 30 circles are discussed in [17].

![Fig.1: An example of triangulating a polygon and a possible deployment of cameras. Circles represent positions of cameras.](image)

The above geometrical computation problems are similar to the nature of coverage problems in wireless sensor networks: we need to know whether an area is sufficiently covered and monitored. The number of sensors is important in terms of cost. These results also provide some theoretical backgrounds to the coverage issue. However, there are several reasons which make solutions of geometric problems not directly applicable to wireless sensor networks. The first reason is that the assumptions are different. For example, a camera in the Art Gallery Problem can see infinite distance unless there is an obstacle. On the contrary, sensors in fact have their maximal sensing ranges. Besides, a sensor network usually has no fixed infrastructure and its topology may even change at any time. Thus, many decisions have to be made in a distributed manner. However, most geometric problems are solved in a centralized manner.

### 3 exposure and surveillance

Below, we introduce several coverage-related works aimed at wireless sensor networks. In this kind of work [1, 11, 12, 13, 14, 15, 28], coverage is regarded as a metric to evaluate the quality of service (surveillance) provided by a particular sensor network. Between a given pair of points in the sensing field, the key idea is to find a path connecting these two points which is best or worst monitored by sensors when an object traverses along the path. It is believed that such a path could reflect the best or worst sensing ability provided by the sensor network.

Reference [13] defines the maximal breach path and the maximal support path as paths on which the distance from any point to the closest sensor is maximized and minimized, respectively. Polynomial-time algorithms are proposed to find such paths. The key idea is to use the Voronoi diagram and the Delaunay triangulation of sensor nodes to limit the search for the optimal paths in each case. The Voronoi diagram is formed from the perpendicular bisectors of lines that connect two neighboring sensors, while the Delaunay triangulation is formed by connecting nodes that share a common edge in the Voronoi diagram. Examples of the Voronoi diagram and Delaunay triangulation are shown in Fig. 3. Because the line segments of the Voronoi diagram of sensors have the maximal distance to the closest sensors, the maximal breach path must lie on the line segments of the Voronoi diagram. To find the maximal breach path, each line segment is given a weight equal to its minimum distance to the closest sensor. The proposed algorithm then performs a binary search between the smallest and largest weights. In each step, a breadth-first-search is used to check the existence of a path from the source point to the destination point using only line segments with weights that are larger than the search criterion. If a path exists, the criterion is increased to further restrict the lines considered in the next search iteration. Otherwise, the criterion is decreased. An example of the maximal breach path is shown in Fig. 3(a). Similarly, since the Delaunay triangulation produces triangles which have minimal edge lengths among all possible triangulations, the maximal support path must lie on the lines of the Delaunay triangulation of sensors. To find the maximal support path, the weights of line segments of the Delaunay triangulation are assigned the lengths of the line segments. The rest of the search steps are the same as above. An example of the maximal support path is shown in Fig 3(b).
Distinct from the breach and support paths, the concept of time should be included to reflect more realistic probability of a moving target being sensed since the sensing ability of sensors can be improved as the allotted sensing time (exposure) increases. An example is shown in Fig. 4. \( A \) is a sensor and an object moves from point \( S \) to point \( D \) with a constant speed. There are three possible paths. Although path 3 is the farthest path from \( A \), it is also the longest path. The object moving along this path would take longer time, thus tracked by \( A \) longer. In contract to path 3, path 2 is the shortest path. If the object moves along this path, it is tracked by \( A \) for the least period of time. However, path 2 is closest to \( A \) and the sensing intensity would be strongest. As a result, path 1 might be the least exposure path among these three paths.

How to find the minimal exposure and maximal exposure paths that take into account the durations that an object is monitored by sensors is addressed in [11, 14, 15, 28]. The minimal exposure path, which can be thought of as the worst coverage of a sensor network, is first introduced in [14]. The exposure for an object in the sensor field during the interval \([t_1,t_2]\) along a path \( p(t) \) is defined as:

\[
E(p(t),t_1,t_2) = \int_{t_1}^{t_2} I(F, p(t)) \left| \frac{dp(t)}{dt} \right| dt
\]  

(1)

Where \( I(F, p(t)) \) is the sensor field intensity measured at location \( p(t) \) from the closest sensor or all sensors in the sensor field \( F \), and \( \left| \frac{dp(t)}{dt} \right| \) is the element of arc length. A numerical approximation approach is proposed in [14] to solve the problem of finding the minimal exposure path. The approach is to divide the sensor network region into grids and force the path to only pass the edges of grids and/or the diagonals of grids. Each line segment is assigned a weight equal to the exposure of this segment. Then a single-source-shortest-path algorithm is used to find the minimal exposure path.

Reference [15] further discusses how to compute the exposure of a sensor network in a distributed manner. The key idea is to use the Voronoi diagram to partition the sensor field and then each sensor is responsible for the calculation of exposure in its region. Inside each region, the above grid approximation is used. Another localized algorithm is proposed in [28], which can reduce the computational complexity of [15]. In addition, [28] further introduces the concept of maximal exposure path, by following which the total exposure to the sensors is maximized, i.e., the best covered path by sensors. This paper proves that finding such a path is NP-hard by reducing the problem to the longest path problem [6] and then proposes some heuristic solutions.

![Fig. 3: Examples of (a) the Voronoi diagram and the maximal breach path, and (b) the Delaunay triangulation and the maximal support path. S and D are the source and destination points.](image)

**4 connection and coverage**

In this section, we discuss some works that consider the coverage and connectivity of sensor networks [7, 10, 22, 29, 35]. Each sensor is assumed to have a fixed sensing region and a fixed communication range, both of which are modeled as disks. The goal is to achieve certain sensing coverage and/or communication connectivity requirements.

In [10], the coverage problem is formulated as a decision problem. Given a set of sensors deployed in a target area, the problem is to determine if the area is sufficiently \( k \)-covered, in the sense that every point in the target area is covered by at least \( k \) sensors, where \( k \) is a given parameter. Rather than determining the coverage of each location, the proposed approach looks at how the...
perimeter of each sensor’s sensing range is covered, thus leading to an efficient polynomial-time algorithm. Specifically, the algorithm tries to determine whether the perimeter of a sensor under consideration is sufficiently covered. By collecting this information from all sensors, a correct answer can be obtained.

Fig. 5: Determining the perimeter-coverage of a sensor \( S_j \)’s perimeter.

An example of determining the perimeter-coverage of a sensor’s perimeter is shown in Fig. 5. Each sensor first determines which segments of its perimeter are covered by its neighboring nodes. As shown in Fig. 5(a), segments \([0, a]\), \([b, c]\), and \([d, \pi]\) of sensor \( S_j \)’s perimeter are covered by three of its neighboring nodes. Those segments are then sorted in an ascending order on the line segment \([0, 2\pi]\), as shown in Fig. 5(b). By traversing the line segment \([0, 2\pi]\), the perimeter-coverage of the sensor can be determined. In this example, the perimeter-coverage of \( S_j \) from 0 to \( b \) is one, from \( b \) to \( a \) is two, from \( a \) to \( d \) is one, from \( d \) to \( c \) is two, and from \( c \) to \( \pi \) is one. Reference [10] proves that as long as the perimeters of sensors are sufficiently covered, the whole area is sufficiently covered. The solution proposed in this paper can be easily translated to a distributed protocol where each sensor only needs to collect local information to make its decision. The result can be applied to unit and non-unit disk sensing regions, and can even be extended to irregular sensing regions of sensors. How to use the results for discovering insufficiently covered areas, for conserving energy, and for supporting coverage of hot spots are also discussed.

For the sensor network to operate successfully, the active nodes must maintain both sensing coverage and network connectivity. Reference [29] proposes another solution to determine if a target area is \( k \)-covered and further studies the relationship between coverage and connectivity. To determine the coverage level, this work looks at how intersection points between sensors’ sensing ranges are covered. It claims that a region is \( k \)-covered by a set of sensors if all intersection points between sensors and between any sensor and the boundary of this region are at least \( k \)-covered. However, this solution may incur higher computational complexity compared to [10]. For the network communication connectivity, it claims that if a region is \( k \)-covered, then the sensor network is \( k \)-connected as long as those sensors’ communication ranges are no less than twice their sensing ranges.

Based on the above two properties, a Coverage Configuration Protocol (CCP) that can provide different degrees of coverage and meanwhile maintain communication connectivity is presented in [29] when the communication ranges are no less than twice their sensing ranges. Initially, all sensors are in the active state. If an area exceeds the required degree of coverage, redundant nodes will find themselves unnecessary and switch to the sleep state. A sensor is unnecessary to stay active if all the intersection points inside its sensing circle are at least \( k \)-covered by other nodes in its neighborhood. A sleeping node also periodically wakes up and enters the listen state. In the listen state, the sensor evaluates whether it is necessary to return to the active state.

If the communication ranges are less than twice the sensing ranges, reference [29] proposes to integrate CCP with SPAN [4] to provide both sensing coverage and communication connectivity. SPAN is a connectivity-maintaining protocol which can turn off unnecessary nodes such that all active nodes are connected through a communication backbone and all inactive nodes are directly connected to at least one active node. Reference [29] proposes that an inactive node should become active following rules of SPAN or CCP. An active node will turn to sleep if it satisfies neither SPAN’s nor CCP’s wake up rules.

Reference [7] investigates the coverage and connectivity issues from another point of view. When a spatial query is issued to the sensor network to request the data of interest in a geographical region, we may like...
to select the smallest subset of sensors which are connected and are sufficient to cover the region. The proposed solution is a greedy algorithm which recurrently selects a path of sensors that is connected to an already selected sensor and then adds these sensors into the selected subset until the given query region is completely covered. The greedy rule of the algorithm is to select a path of sensors who can cover the largest uncovered query region at each stage. Fig. 6 shows an example with two consecutive stages of the algorithm. Fig. 6(b) is resulted from (a) by selecting sensors of path $P_2$ since $P_2$ consists of sensors $C_i$ and $C_i$ who together cover the largest uncovered region.

5 coverage-preserving and energy-conserving protocols

Since sensors are usually powered by batteries, sensors' on-duty time should be properly scheduled to conserve energy. If some nodes share the common sensing region and task, then we can turn off some of them to conserve energy and thus extend the lifetime of the network. This is feasible if turning off such a node still provides the same "coverage" (i.e., the provided coverage is not affected). An example is shown in Fig. 7(a). The sensor $f$ can be put into sleeping mode since all its sensing area is covered by the other nodes. Sensor g satisfies this condition too and can go to sleeping mode. However, f and g are not allowed to be turned off at the same time; otherwise a blind point, which is a region not covered by any sensor, could appear, as shown in Fig. 7(b). As a result, sensors not only need to be checked if they satisfy certain eligibility rules but also need to be carefully scheduled.

Reference [24] proposes a heuristic to select mutually exclusive sets of sensor nodes such that each set of sensors can provide a complete coverage of the monitored area. They claim that this problem is a NP-complete problem by reducing it to the minimum cover problem. The key idea of the proposed heuristic is to find out which sensors cover fields that are less covered by other sensors and then avoid including those sensors into the same set. Also targeted at turning off some redundant nodes, [33] proposes a probe-based density control algorithm to put some nodes in a sensor-dense area to a doze mode to ensure a long-lived, robust sensing coverage. In this solution, nodes are initially in the sleeping mode. After a sleeping node wakes up, it broadcasts a probing message within a certain range and then waits for a reply. If no reply is received within a pre-defined time period, it will keep active until it depletes its energy. The coverage degree (density) is controlled by sensor's probing range and wake-up rate.

However, this probing-based approach has no guarantee of sensing coverage and thus blind points could appear.

A coverage-preserving node scheduling scheme is presented in [26] to determine when a node can be turned off and when it should be rescheduled to become active again. It is based on an eligibility rule which allows a node to turn itself off as long as other neighboring nodes can cover its sensing area. After evaluating its eligibility for off-duty, each sensor adopts a back-off scheme to prevent the appearance of blind points. If a node is eligible for off-duty, it will delay a random back-off time before actually turning itself off. During this period of time, if it receives any message from its neighbors requesting to go to sleep, it marks the sender as an off-duty node and evaluates its eligibility.

If the eligibility still holds after the back-off time, this node broadcasts a message to inform its neighbors, waits for a short period of time, and then actually turns itself off. A sleeping node will periodically wake up to check if it is still eligible for off-duty and then decide to keep sleeping or go back to on-duty.

However, the solution in [26] may lead to excess energy consumption. An example is shown in Fig. 8. Based on the eligibility rule proposed in [26], a sensor only regards a node whose sensing range can cover the sensor as a neighboring node. In Fig. 8(a), sensor $c$ is eligible for off-duty since its sensing region is covered by its neighboring nodes $a$, $b$ and $d$. In contrast to the above case, in Fig. 8(b), sensor $c$ is not eligible for off-duty since sensor $b$ is not regarded as a neighboring node of $c$. According to the eligibility rule of [26], $c$ cannot be turned off. In fact, $c$'s sensing region is fully covered by sensors $a$, $b$ and $d$, thus leading to excess energy consumption.

![Fig. 7: An example of the blind point if both sensors f and g are put into sleeping at the same time.](image-url)
network.

Another node scheduling scheme is proposed in [32]. In this scheme, the time axis is divided into rounds with equal duration. Each sensor node randomly generates a reference time in each round. In addition, the whole sensing area is divided into grid points which are used to evaluate whether the area is sufficiently covered or not. Each sensor has to join the schedule of each grid point covered by itself based on its reference time such that the grid point is covered by at least one sensor at any moment of a round. Then a sensor's on-duty time in each round is the union of schedules of grid points covered by the sensor. However, this scheme may suffer from the time synchronization problem in a large-scale sensor network.

6 conclusion

In this survey, we have presented some comparative studies of the coverage-related problem in wireless sensor networks. We first study several coverage-related geometric problems. Then, an extensive survey of works studying the coverage problem targeted at wireless sensor networks is presented. Next, we discuss several energy-conserving protocols related to coverage issues. As to future research, distributed protocols are needed to resolve these coverage issues in a wireless sensor networks. Sensing regions are typically assumed to be circles. In practice, they may be irregular in shape, or even follow a probabilistic model. In several works, the communication distance of sensors is assumed to be much longer than the sensing distance of sensors. This is not necessarily true and deserves further investigation.
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