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Abstract: - It is not known to decide a proper sample size for data mining tasks, so the task of deciding proper 
sample sizes for RBF neural networks that are one of the important data mining algorithms tend to be arbitrary. In 
RBF networks as the size of samples grows, the improvement in error rate becomes better slowly. But we cannot 
use larger and larger samples, because there are some fluctuations in accuracy as the sample size grows. This paper 
suggests an objective approach in determining proper samples to find good RBF networks with respect to accuracy. 
Experiments with two relatively large data sets showed very promising results. 
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1   Introduction 
For the tasks of prediction in data mining neural 
networks have been very widely used, so neural 
networks with the smallest error rates for a given data 
set has been a major concern for their success.  But 
even though neural networks are one of the most 
successful data mining or machine learning 
methodologies, there are some points of improvement 
with respect to accuracy due to the fact that they are 
built based on greedy algorithms and the knowledge of 
experts.   

In order to train connection weights of neural 
networks backpropagation algorithms are used, and 
the backpropagation algorithms rely on some greedy 
search algorithms like gradient decent search 
algorithm. So, there is some possibility of considering 
local optima as global optima.  

Even though there are many algorithms to 
determine the structure of the neural networks, 
basically the structure of the networks is usually 
decided by the knowledge of human experts with 
some experiments.  As a result, built neural networks 
may not represent the best knowledge models that are 
best for the target domain of the application. 

Moreover, because most target databases for 
data mining are very large, we need sampling process 
to the target databases. But we know that the task of 
determining proper sample sizes is arbitrary and the 
found knowledge based on the random samples is 
prone to sampling errors or sampling bias.  

According to statistics a proper sample size for a 
feature is 30 or so [1]. For example, to determine the 

average weight of people, we need to do random 
sampling for 30 people or so. But, in general, the target 
databases of data mining contain a lot of features, so if 
we do sampling like this, the sample size could 
become enormous. Moreover, according to 
experiments using RBF networks the accuracy of the 
trained RBF networks does not increase 
monotonically as the sample size grows. So, adapting 
larger and larger sized samples might be of no use to 
find better RBF networks. Therefore, we need an 
alternative strategy for sampling.  

In section 2, we provide the related work to our 
research, and in sections 3 we present our method. 
Experiments were run to see the effect of the method 
in section 4. Finally section 5 provides some 
conclusions. 
 
 

2   Related Work  
Neural networks are widely used for machine learning 
or data mining tasks since the first neural network 
algorithm, the perceptron [2]. Because of the limited 
predictability of the perceptron, multilayer 
perceptrons have been invented. In multilayer 
perceptrons there are two kinds of networks based on 
how the networks are interconnected – feed-forward 
neural networks and recurrent neural networks [3]. 
Radial basis function (RBF) networks are one of the 
most popular feed-forward networks [4]. Even though 
RBF networks have three layers including the input 
layer, they differ from a multilayer perceptron, 
because in RBF networks the hidden units perform 
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some computation. A good point of RBF networks is 
that they can be trained in relatively rapid speed.  

There is also research on sample size [5, 6] as 
well as the property of samples [7] and sampling 
method [8, 9]. In [5] the effect of sample size is 
discussed for parameter estimates in a family of 
functions for classifiers. In [6] the small sized samples 
are preferred for feature selection and error estimation 
for several classifiers. In [7] the authors showed that 
class imbalance in training data has effects in neural 
network development especially for medical domain. 
In [8] Jensen and Oates investigated three sampling 
schemes, arithmetic, geometric, and dynamic 
sampling for decision tree algorithms. In arithmetic 
sampling and geometric sampling, the sample size 
grows in arithmetic and geometric manner 
respectively. Dynamic sampling method determines 
the sample size based on dynamic programming.   
They found that the accuracy of predictors increases as 
the sample size increases and the curve of accuracy is 
logarithmic, so they used the rate of increase in 
accuracy as stopping criteria for sampling.  In [9] 
several resampling techniques like cross-validation, 
the leave-one-out, etc. are tested to see the effect of the 
sampling techniques in the performance of neural 
networks, and discovered that the resampling 
techniques has very different accuracy depending on 
feature space and sample size. 
 
 

3   The Method 
Because we have only limited number of data and the 
data should be divided into two parts, training and 
testing, it is not easy to determine an appropriate size 
of samples that is the best for the target data set. So we 
resort to repeated sampling technique with various 
sizes to find the best one. We do the sampling until the 
sample size is less than the half of the target data set, 
because we assume that we have some large target 
data set and we want to have enough test data also. The 
following is a brief description of the procedure of the 
method. 
-----------------------------------------------------------------------  
INPUT : a data set for data mining,  

k: the number of random sampling for each sample 
size,  

s: initial sample size. 
OUTPUT: A, V, I, D. 
j := 1;  
Do while s < | target data set | / 2 

Do for i = 1 to k /* generate k RBF networks for 
each loop*/  

Do random sampling of size s;  
Train and test a RBF network;  
aij :=  Accuracy of the RBF network; 
Aj := Aj ∪ {aij};  

End for;  
A := A ∪ Aj; 
v := the average accuracy in Aj; 
V := V ∪ {v}; /* V: average accuracy values */  
i := (the average accuracy of the RBF networks of 

previous step) – ( the average accuracy of the 
RBF networks); /* average improvement rate */ 

I := I ∪ { i}; /* I: set of i values */   
d := (maximum of the accuracy values among the 

trained RBF networks) - (minimum of the 
accuracy values among the trained RBF 
networks); 

/* d stands for the fluctuation of accuracy values in 
the trained RBF networks */ 

D := D ∪ {d}; /* D: set of d values */ 
If  s >= mid_limit Then  

s := s + sample_size_increment;  j++; 
Else  
s := s × 2; j++;continue;  /* while loop */  

End if  
End while; 
--------------------------------------------------------------- 

In the algorithm we double the sample size until 
the size reaches some point, mid_limit, then we 
increment the sample size with some fixed value, 
sample_size_increment, because doubling the sample 
size can exhaust the data soon.  

Even though we do random sampling, because 
we may have some sampling bias and sampling errors 
as well as due to the property of neural networks, the 
trained neural networks have a variety in accuracy. So, 
in order to get rid of the effect of variety in accuracy 
we average the accuracies of the trained neural 
networks for each sample size, and this average 
accuracy with improvement value and fluctuation 
value in accuracy is used to determine a proper sample 
size. By selecting a sample size that generates good 
RBF networks in average with satisfactory accuracies, 
we can have better RBF networks in predictability in 
future cases.  
 
 

4   Experimentation 
Experiments were run using data sets in UCI machine 
learning repository [10] called 'census-income' and 
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‘adult’ to see the effect of the method. Adult data set is 
a refined version of census-income data set. The 
number of instances in census-income data set for 
training is 199,523 in size of 99MB data file. The 
number of instances in adult data set is 48,842. The 
data sets were selected, because they are relatively 
very large and contain lots of values. The total number 
of attributes is 42 and 14, and among them eight and 
six attributes are continuous attributes for 
census-income and adult respectively. The values in 
continuous attributes of census-income data set are 
converted to nominal values with entropy-based 
discretization method, because the method showed the 
best result according to the experiments in [11].  

We used RBF network using logistic regression 
applied to K-means clustering to train for various 
sample sizes. The following Table 1 and 2 show 
average accuracy depending on various sample sizes 
for census-income and adult data set respectively. For 
each sample size seven random samples have been 
selected and seven neural networks have been 
generated for the experiment.  

The initial sample size for training is 2,000 and 
200 for census-income and adult respectively, and the 
size of samples is doubled as the while loop runs. For 
census-income and adult the given mid_limit value for 
sample size are 16,000 and 6,400 respectively, and the 
sample_size_increment of 8,000 and 3,200 for 
census-income and adult respectively. The rest of the 
data set after sampling is used for testing.  

In the table, the fourth column, improvement(%), 
means the percentage of improvement in accuracy 
compared to the neural networks of previous sample 
size, and the last column represents the difference of 
maximum and minimum values of accuracy among 
the RBF networks in the given sample size. 

Table  1. RBF networks for 
‘census-income’ data set with various 
sample sizes 

Samp. 
Size 

Average  
accuracy(%)  

Improve 
-ment(%) 

Diff. of  
max & min 
accuracy(%) 

2,000 94.12973 NA 0.6957 
4,000 94.10299 -0.02674 0.5974 
8,000 93.97587 -0.12712 0.7122 
16,000 93.96534 0.01053 0.674 
24,000 94.21419 0.24885 1.12391 
32,000 94.11256 -0.10163 0.6196 
40,000 94.05337 -0.05919 0.6833 
48,000 94.30241 0.24904 1.1826 

56,000 94.10687 -0.19554 0.9964 
64,000 94.12129 0.01442 0.9637 

If we look at table 1, sample size 48,000 has the 
best accuracy, and the secondly best is sample size 
24,000. The best accuracy in sample size 24,000 is 
95.0177% and the best accuracy in sample size 48,000 
is 94.9367% so that we may choose one of them as our 
neural network. Note that as the sample size increases, 
accuracy does not increase monotonically.  

Table  2. RBF networks for ‘adult’ 
data set  with various sample sizes 

Samp. 
size 

Average  
accuracy(%)  

Improve 
-ment(%) 

Diff. of  
max & min 
accuracy(%) 

200 82.15153 NA 2.4239 
400 83.3527 1.20117 1.6907 
800 82.86174 -0.49096 0.9783 
1,600 83.13183 0.27009 1.5071 
3,200 83.64977 0.51794 1.1419 
6,400 83.38611 -0.26366 2.0288 
9,600 83.57734 0.19123 0.6345 
12,800 83.45717 -0.12017 0.6165 

If we look at table 2, sample size 9,600 has the 
best accuracy, and the secondly best is sample size 
3,200. The best accuracy in sample size 3,200 is 
84.1506% and the best accuracy in sample size 9,600 
is 83.8846% so that we may choose one of them as our 
neural network.  Note that as the sample size increases, 
accuracy does not increase monotonically also. Note 
also that bigger sample sizes have less fluction in 
difference of maxmum and minimum accuracy values 
for adult data set. 

 
 

5   Conclusions 
Neural networks are widely accepted for data mining 
or machine learning tasks and it is known that neural 
networks are one of the most successful data mining 
tools for prediction. But, neural networks may not 
always be the best predictors due to the fact that they 
are trained based on some greedy algorithms with 
limited data sets and the knowledge of experts. So, 
some improvements may be possible.  

Because the target data sets in data mining tasks 
contain a lot of data, random sampling has been 
considered a standard method to cope with large data 
sets that are very common in data mining task. But, 
simple random sampling might not generate perfect 
samples that are good for the used data mining 
algorithms. Moreover, the task of determining a 
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proper sample size is arbitrary so that the reliability of 
the trained data mining models might not be good 
models to be trusted.  

We propose a repeated sampling method with 
various sample sizes to decide the best random 
samples for RBF networks that are one of the good 
neural network algorithms for data mining.  
Experiments with real world data sets showed very 
promising results.  
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