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Abstract: - This paper introduces the fundamental theory, algorithms, and terminology regarding synthesis of multi-level Dual Reed-Muller expressions. The increasing interest in using Dual Reed-Muller expressions as a way of representing and manipulating switching functions, and as a mean of designing circuits based on OR/XNOR gates has led to this research. Up to present there are only two-level Dual Reed-Muller minimization algorithms in use, although the need for multi-level minimization algorithms has been recognized. A new theory and algorithms for multi-level Dual Reed-Muller minimization have been developed. It introduces a Dual Reed-Muller factored form and uses algebraic algorithms for factorization decomposition, re-substitution, and extraction of common cubes and sub-expressions.
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1 Introduction
The increasing complexity of chip designs and the continuous development of smaller size fabrication processes present new challenges to the existing tools. Future synthesis tools are required to handle millions of gates in a realistic time. Computer-Aided Design (CAD) tools became critical for design and verification of Very Large Scale Integrated (VLSI) digital circuits. Since most of the research has focused on developing algorithms for AND/OR or NAND/NOR circuits. An alternative description of a Boolean function is Reed-Muller expansion [1, 2]. It employs modulo-2 arithmetic and is also unique and canonical for a given Boolean function. The application of XOR/AND and XNOR/OR gates has some advantages over other implementations. In practice, it is well known that many useful circuits such as arithmetic units and parity checkers are heavily XOR oriented and it is more economical to implement their modulo-2 expressions [3-6]. Some authors [7, 8] even conjecture that it is generally more economical to base logic design on modulo-2 expressions rather than conventional OR expressions. Recent progress in circuit technology makes the use of OR/XNOR gates feasible, especially with the development of the new technologies and the arrival of various programmable gate array (FPGA) devices. A major other characteristic of the XNOR logic is the numerous possible canonical representations of switching functions it provides.

There are several kinds of OR/XNOR circuits. The FPDRM is one of the canonical OR/XNOR expressions. FPDRMs are a generalization of Positive Polarity Reed-Muller expressions (PPDRM). A PPDRM is unique for a completely specified function, is an OR/XNOR expressions with only un-complemented (positive) literals. Each variable in the FPDRM can appear either in un-complemented or complemented form but not both. For an n-variable completely specified Boolean function there are 2^n distinct FPDRMs. There are techniques for converting from POSs to PPDRM or FPDRM [9-13].

In the domain of combinational logic synthesis, logic minimization plays a vital role in determining the area and performance of the synthesized circuit. Logic minimization based on product of sum (POS) using OR-AND gates is a well studied area. However, minimization based on fixed polarity Dual Reed-Muller (FPDRM) using OR-XNOR gates has received relatively lesser attention. The problem of finding a FPDRM of the given Boolean function with the minimum number of cubes has both theoretical and practical value. From the theoretical point of view OR-XNOR is the most general Dual Reed-Muller form. From the practical point of view, XNOR gates and OR-XNOR have numerous applications in logic synthesis. In particular, it has been shown that the OR-XNOR representation of Boolean functions is typically more compact than the POS representation. Multi-level realizations are the preferred means of implementing combinational circuits in very large scale integrated (VLSI) systems today. Because of the increased potential for reusing subcircuits, there are more degrees of freedom in implementing boolean function than in two level programmable logic array (PLA) case. The goal of multilevel logic optimization is to obtain a representation of the Boolean function that is optimal with respect to area, speed, testability, and power dissipation. There has been recent interest in using Dual Reed-Muller expressions as a way of
representing and manipulating switching functions, and as a means of designing circuits based on XNOR gates. Analysis of existing algorithms suggests the need for work in two areas: improving two-level minimization algorithms; and developing algorithms for multi-level minimization. A new algorithm for the two-level minimization of Dual Reed-Muller representations of switching functions has been developed [14]. A procedure for multi-level Dual Reed-Muller minimization has been developed which introduces a Dual Reed-Muller factored form, and uses algebraic algorithms for factorization, decomposition, re-substitution, and extraction of common cubes and sub-expressions.

2 Preliminaries
In this section, essential definitions and notations are presented. These are important for the understanding of the paper.

Definitions: A rectangle (R,C) of a matrix B, B_{ij} \in \{0,1,\} is a subset of rows R and subset of columns C such that B_{ij} \in \{1,\} for all I \in R and I \in C. A rectangle (R, C) of B is said to be a prime rectangle if it is not strictly contained in any other rectangle of B. The co-rectangle of a rectangle (R, C) of B is said to be a prime rectangle if it is not contained in any other rectangle of B. The co-rectangle of a rectangle (R, C) is the pair (R, C') where C' is the set of columns not in C.

For example:
\[ f = (a + b + c) \otimes (a + c + d) \otimes (b + c + d) \]

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>a + b + c</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>a + c + d</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b + c + d</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\{(2,3),(3,4)\} is a prime rectangle, because it is not contained in any other rectangle.

A literal is a Boolean variable in positive or negative polarity.

A cube C is a sum term composed of literals using Boolean OR operation.

A Dual Reed-Muller is minimum if it contains the minimum number of cubes among all the OR-XNOR of the given Boolean function.

A variable in the cube can have three forms: (1) positive polarity; (2) negative polarity; (3) don’t-care.

The fundamental properties of the XNOR operation are given as follows:

\[ x \otimes \overline{x} = 0 \quad (1) \]
\[ x \otimes x = 1 \quad (2) \]
\[ x \otimes 0 = \overline{x} \quad (3) \]
\[ x \otimes 1 = \overline{x} \quad (4) \]

The Distributive Law: This law shows that combinations of OR and XNOR can be written in an expanded form [14].

\[ (A + (B \otimes C) = (A + B) \otimes (A + C) \quad (5) \]

Definition 2.1 An n-variable Boolean function can be expressed as

\[ f(x_{n-1}, x_{n-2}, \ldots, x_0) = \bigoplus_{i=0}^{2^n-1} d_i + M_i \]

Where \[ \bigoplus \] represents logical products (AND), the '+' is an OR operation and \( I \) is a binary n-tuple \( I = [i_0, i_1, \ldots, i_n] \), \( [d_0, d_1, \ldots, d_n] \) is the truth vector of the function \( f \), \( d_i \in \{0,1\} \) [12], \( M_i \) is a sum term

\[ M_i = \bigoplus_{k=0}^{2^n-1} x_k \]

\[ x_k = \begin{cases} x_k & i_k = 0 \\ \overline{x_k} & i_k = 1 \end{cases} \]

Alternatively, any Boolean function can be represented by a FPDRM expression as:

\[ f(x_{n-1}, x_{n-2}, \ldots, x_0) = \bigoplus_{i=0}^{2^n-1} (c_i + S_i) \quad (7) \]

Where \( \bigoplus \) is XNOR operator, \( [c_2, c_1, \ldots, c_0] \) is the truth vector of the function \( f \), \( c_i \in \{0,1\} \), \( l = [i_0, i_1, \ldots, i_n] \), \( S_i \) represents a Sum term as

\[ S_i = \bigoplus_{k=0}^{2^n-1} x_k \]

\[ x_k = \begin{cases} 0 & i_k = 0 \\ \overline{x_k} & i_k = 1 \end{cases} \]

Definition 2.2 A polarity vector \( (p_{n-1}, p_{n-2}, \ldots, p_0) \) for a FPDRM of an n-variable Boolean function is a binary vector with n elements, where \( p_0 = 0 \) indicates the variable \( x_i \) in an un-complemented form \( (x_i) \), while \( p_i = 1 \) indicates the variable \( x_i \) in the complemented form.

Property 1 For an n-variable Boolean function, there are \( 2^n \) FPDRM expansions corresponding to \( 2^n \) different polarity numbers. Each of such expansions is a canonical representation of a completely specified Boolean function.

Maxterms can be identified by expanding a Kronecker sum of n basis vectors of the form \([0, x_i]\) for \( 0 \) polarity
and \([0 \vec{x}]\) for ‘1’ polarity.
The FPDRM can be deduced by substituting the coefficient vector \(c\) as shown in equation (9).
\[
f(x_{n-1},x_{n-2},...,x_0) = [0 \ast x_{n-1}] \ast [0 \ast x_{n-2}] \ast \ldots \ast [0 \ast x_0] \quad \ast c \quad (9)
\]
Where \(\ast\) represents matrix multiplication based on OR and XNOR [9-13].
For example for a zero polarity (\(p = 0\)), with \(n = 2\) the basis vector is generated as follows:
\[
[0 \quad x_1] \ast [0 \quad x_0] = [0+0 \quad 0+x_0 \quad x_1+0 \quad x_1+x_0]
\]
In order to restructure the Dual Reed Muller expressions we introduce the following operations and algorithms to minimize the multi level Dual reed Muller expressions.

### 3 Multi-level minimization operations

The objective of multi-level optimization is to find a good multi-level representation of a switching function that minimize a cost function with respect to area, speed, testability, and power dissipation. In order to reorganize a switching function the operations described in the sequel are used.

#### 3.1 Decomposition

Decomposition of a switching function is the process of re-expressing a single function as a collection of new functions [15]. For example,
\[
F = (a + b + c) \otimes (a + b) \otimes (b + c) \otimes (b + d) \otimes (b + e)
\]
To the following set of expressions:
\[
F = (c \otimes d) + X \otimes (a' \otimes b') + Y
X = (a + b)
Y = (c' + d')
\]

#### 3.2 Extraction

Extraction operation is similar to decomposition. It is the process of identifying, creating some intermediate functions and variables, and re-expressing the original switching functions in terms of the original as well as the intermediate variables. This creates new multiple fan-out nodes. The extraction process thus identifies common sub-functions among different switching functions forming a network. For example,
\[
F = (a + c + d) \otimes (b + c + d) \otimes e
G = (a + e') \otimes (b + e')
H = (c + d + e)
yields
F = (X + Y) \otimes e
\]

#### 3.3 Factorization

Factorization is the process of deriving the Dual Reed-Muller factored form the two level form of the expression. For example,
\[
F = (a + c) \otimes (a + d) \otimes (b + c) \otimes (b + d) \otimes e
F = [(a \otimes b) + c] \otimes [(a \otimes b) + d] \otimes e
F = (a \otimes b) + (c \otimes d) \otimes e
\]

### 4 Algebraic division

A key idea behind multilevel minimization process is the concept of division. This is the process that, given Dual Reed Muller expressions of functions \(f\) and \(p\), finds quotient \(q\) and reminder \(r\) so that \(f = (p+q) \otimes r\). If \(p\) and \(q\) are disjoint then the operation is algebraic.

A division operation for sum of products representation was described in [16]. Because this algorithm is algebraic it can be applied to Dual reed Muller expressions. The following is a sketch of the algorithm for carrying out algebraic division: given \(f\) and \(p\) it returns the quotient \(q\) and remainder \(r\):

**Algebraic Division (f,p)**

- \(U = \text{restriction of } f \text{ to the literals in } p\)
- \(V = \text{restriction of } f \text{ to the literals not in } p\)
- \(Vi = \{ v_i \in V \mid u_i = p_i \}\)
- \(q = \bigcap Vi\)
- \(r = f - (p+q)\)
- Return \((q,r)\)

**Figure 1: Algebraic division algorithm**

For example:
\[
F = (a + d) \otimes (b + c) \otimes (b + d) \otimes e
P = (a \otimes b)
\]

Then
\[
U = a \otimes b \otimes b \otimes 0
V = d \otimes c \otimes d \otimes e
V1 = d
V2 = c \otimes d
q = \bigcap V_i
p + q = [(a \otimes b)] + d = (a + d) \otimes (b + d)
\]
\[
r = f - (p + q)
= (a + d) \otimes (b + c) \otimes (b + d) \otimes e - [(a + d) \otimes (b + d)]
= (b + c) \otimes e
\]
Therefore,
\[ F = (p + q) \otimes r \]

### 4.1 Kernels and algebraic divisors

Given an efficient method for algebraic division, optimization can be carried out if good algebraic divisors can be found.

**Kernels**

The idea of the kernel of an algebraic expression is used to find good divisors and sub-expressions common to two or more expressions [16, 17]. An expression \( t \) is a common sub-expression of \( f \) and \( g \) if \( f \) and \( g \) can be written as:

\[ F = (q_1 + t) \otimes r_1 \]

And
\[ G = (q_2 + t) \otimes r_2 \]

where \( q_1 \) and \( q_2 \) are nonzero.

The notation of a kernel of a logic expression was introduced to provide an efficient means for finding common sub-expressions. We see that kernels are a bridge between algebraic expressions and factored form.

A kernel of an expression \( f \) is defined by the following two rules:

1) A kernel \( k \) of an expression \( f \) is the quotient of \( f \) and a cube \( c \); \( k = f / c \).
2) A kernel \( k \) is "cube-free" (\( k \) cannot be written as \( k = dg \), where \( d \) is a nontrivial cube and \( g \) is an expression.)

For example, suppose that
\[ F = (a + b + c + d + e) \otimes (a + b + c + d + f) \otimes (a + b + c + g). \]

However, \( F/(a+b) = [(c + d + e) \otimes (c + d + f) \otimes (c + g)] \) is cube free and hence a kernel.

### 4.2 Computing the kernels

It is possible to find kernels of an expression by looking at the intersection of the cubes of a function. If a subset of the cubes intersect then the cube corresponding to this intersection is a co-kernel, therefore, the kernel can be found by dividing the co-kernel into \( F \). This intersection can be found by finding the prime rectangles of a matrix formed from the cubes and the literals of an expression [17]. This algorithm can be applied directly to dual Reed-Muller expressions.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>a + b + c + d + e</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>a + b + c + d + f</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>.</td>
</tr>
<tr>
<td>a + b + c + g</td>
<td>3</td>
<td>.</td>
<td>1</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>a + b + f + g</td>
<td>4</td>
<td>1</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b + d</td>
<td>5</td>
<td>.</td>
<td>1</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>.</td>
</tr>
<tr>
<td>e + f</td>
<td>6</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>1</td>
<td>1</td>
<td>.</td>
</tr>
</tbody>
</table>

Each row corresponds to a cube of the function, while each column corresponds to a literal in the set of cubes. A position \((i,j)\) is set to 1 if cube \( c_i \) contains literal \( j \). For instance the prime rectangle \({1,2,3},{1,2,3}\)} which gives co-kernel \((a + b + c)\).

### 4.3 Common kernel extraction

Common kernel extraction is the process of finding sub-expressions that appear in two or more expressions, then extracting the sub-expression to simplify those expressions. To optimize the switching functions it is necessary to find the particular kernel-cube, which is common to two or more functions.

### 4.4 Common cube extraction

Common cube extraction is the process of finding cubes common to two or more expressions and extracting the common cube to simplify each of the expressions. The process of extracting a cube adds a new node the network with a logic function which is the common cube divisor.

For example,
\[ F = (a + b + c) \otimes (a + b + d) \otimes (e + g) \]
\[ G = a + b + f + g \]
\[ H = (b + d) \otimes (e + f) \]
Thus the cube literal matrix is
The rectangle \({1,2,4},{1,2}\}) corresponds to a common cube \((a + b)\). If this common cube is extracted a new node is added with a function representing the common cube.
F = X + (c ⊗ d) ⊗ (e + g)
G = X + f + g
H = (b + d) V ⊗ (e + f)

5 Conclusion
We introduced the fundamental foundations, and theory for minimization of the multi-level Dual Reed-Muller expressions. The process uses algebraic algorithms for factorization, decomposition, re-substitution, and extraction of common cubes and sub-expressions. The algorithms have been tested on some random functions.
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