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Abstract: - This paper introduces an enhanced secure sensor network architecture that provides the 
basic properties of data secrecy, authentication, and replay protection, with Low energy consumption 
overhead and relatively high security level. A novel Pairwise Key based security architecture. A block 
cipher mode of operation will be employed that provides both secrecy and authenticity in only one 
pass over the message data. The Offset Codebook Block cipher mode (OCB) based on Advanced 
Encryption Standard (AES) encryption mode will be employed. An enhanced Pairwise Key 
establishment scheme is proposed that assures that, even when some number of nodes has been 
compromised, the remainder of the network remains fully secure. Only a few bits of an Initialization 
Vector (IV) will be sent, while retaining the security of a full-length IV per packet. In contrast, 
previous approaches require two passes over the plaintext (one for encryption and one for 
authentication) and transmission of the full-length IV. The proposed architecture will support both the 
single – source communication and multi – source broad cast communication. Different encryption 
modes will be used with different key lengths and different initial vectors settings. More over, the 
cipher text will be filtered by an enhanced filter level such as Bloom filter and windowing. The 
Proposed mechanism will be robust subject to the resource constraints of the sensor network such as 
energy, memory, and computational speed. The improvement in security level comes at the cost of a 
modest increase in memory size, which is a desirable tradeoff in sensor nodes. Thus, the design 
tradeoffs in the proposed model make it well-suited for current state-of the- art sensor devices. 

Key-Words: - Pairwise Key Establishment, Advanced Encryption Standard (AES), Sensor Network 
Security, Security communication overhead. 

1 Introduction 
A sensor network is defined as being composed of 
a large number of nodes which are deployed 
densely in close proximity to the phenomenon to 
be monitored. Each of these nodes collects data 
and its purpose is to route this information back to 
a sink. The network must possess self-organizing 
capabilities since the positions of individual nodes 
are not predetermined. Cooperation among nodes 
is the dominant feature of this type of network, 
where groups of nodes cooperate to disseminate 
the information gathered in their vicinity to the 
user. In a typical wireless sensor network, node-
to-node communication is the most common 
communication model [9,10].  

Sensor networks are being widely used for 
large-scale real-time data processing. Their 
foreseeable applications help to protect and 
monitor critical military, environmental, safety-
critical, or domestic infrastructures and resources. 
A sensor network consists of thousands to 
millions of sensors with computation, 
communication, and sensing capabilities that can 
spread across a geographical area. They run on 

low power batteries, and thus, their capabilities 
are limited by the available energy. In addition, 
their limited computing power, bandwidth and 
memory size restrict the use of traditional data 
processing algorithms, and the size of 
intermediate results that can be stored on the 
sensor nodes [1,4]. Many sensor network 
applications, such as emergency response 
operations in a disaster environment or battlefield 
monitoring, that run in untrustworthy 
environments, require secure communication and 
routing [5,8] to safeguard against different types 
of attacks. 

 Many sensor network routing protocols have 
been proposed, but very few of them have been 
designed with secure routing as a goal. Secure 
routing protocols in sensor networks present 
challenges, which do not exist in traditional 
networks, such as no centrally administered 
routers, low power, and small memory nodes. 

Considerable attention had been paid to 
developing secure sensor network communication 
protocols.  Unfortunately, existing technologies 
such as: 
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TinySec, a popular secure link layer protocol, 
achieves low energy consumption and memory 
usage. Unfortunately, it also sacrifices on the level 
of security.  

ZigBee, provides a higher level of security than 
TinySec since it is not restricted to a network-
wide key. By keeping a per-message counter as 
the Initialization Vector (IV), ZigBee protects 
against message replay attacks. However, ZigBee 
is an expensive protocol.  

MiniSec is a secure network layer that satisfies 
all the security properties outlined in Section 2. It 
achieves the best of both worlds: lower energy 
consumption than TinySec, and a high level of 
security like ZigBee. [11]. 

MiniSec has two operating modes: unicast and 
broadcast, henceforth known as MiniSec-U and 
MiniSec-B. Both schemes employ the OCB-
encryption [5,6] scheme to provide for data 
secrecy and authentication, while using a counter 
as a nonce. The two modes differ in the way they 
manage the counters. In MiniSec-U, employ 
synchronized counters, which require the receiver 
to keep a local counter for each sender. MiniSec-B 
has no such requirement for per-sender state. 
Instead, meta-data to prevent replay attacks is 
stored in a Bloom Filter. MiniSec-U uses two 
security primitives: OCB encryption and Skipjack 
[1]. Mark Luk, Ghita Mezzour and Adrian Perrig 
selected Skipjack to be the block-cipher because 
of efficient computation and low memory 
footprint [17]. To make encryption as flexible as 
possible, they set Skipjack's block size to 64 bits. 
They used 80-bit symmetric keys, since Lenstra 
and Verheul recommended that such keys are 
considered to be secure until 2012, even against 
resourceful adversaries [18]. When 80-bit keys 
become insecure, they recommended using 128-
bit AES keys, which is secure for at least the next 
20 years[11]. 

 

 

2 The Desired Properties of the 

Secure Sensor Network 

Communication Architecture 
Secure sensor network communication protocols 
need to provide three basic properties: data 
secrecy, authentication, and replay protection. 
Let’s discuss the some of the desired properties. 
[12] 

Data authentication empowers legitimate nodes 
to verify whether a message indeed originated 

from another legitimate node and was unchanged 
during transmission.  

Data Secrecy, another basic requirement of any 
secure communication system, prevents 
unauthorized parties from discovering the 
plaintext. It is typically. 

Replay Protection, a replay attack is when 
attackers record entire packets and replay them at 
a later time. 

Freshness, since sensor nodes often stream 
time-varying measurements, providing guarantee 
of message freshness is an important property. 
There are two types of freshness: strong freshness 
and weak freshness. 

Low Energy Overhead, energy is an extremely 
scarce resource in sensor nodes. Thus, it is of 
paramount importance for the security protocol to 
retain a low energy overhead. 

Resilient to Lost Messages, the relatively high 
occurrence of dropped packets in wireless sensor 
networks requires a design that can tolerate high 
message loss rates. 
 

 

3 Problem Formulation 
3.1 System Model and Assumption 
We consider a wireless sensor network that is 
composed of low-power, low-cost sensor nodes. 
These nodes have limited power supply, storage 
space, and computational capability. In particular, 
each has an 8-bit 7.37-MHz processor, 4 KB 
primary memory (SRAM), and 128KB program 
memory (ROM). Due to the constrained 
resources, computationally expensive and energy-
intensive operations are not favorable for such 
systems. In addition, each sensor node is not 
tamper resistant. Once a sensor node is captured, 
the adversary can read its memory to get all 
information stored there. The sensor network is 
administrated by an offline authority, which is 
responsible for node initialization and 
deployment. Before deploying a node, the 
authority assigns the node a unique identity (ID) 
from a set of legitimate IDs. We assume that 
Pairwise keys are already established between 
nodes. We also assume a secure routing protocol 
that can successfully route packets to the intended 
destination with non-zero probability. The goal of 
the proposed model is to leverage such existing 
primitives to provide for secure node-to-node 
communication at low energy cost. 
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3.2 Formulation of the Problem 
We present a novel Pairwise Key based security 
architecture, a secure network layer protocol for 
wireless sensor networks. The proposed model 
will achieve both lower energy consumption than 
TinySec, and a high level of security like ZigBee. 
We accomplish this by leveraging five techniques. 
First, we employ a block cipher mode of 
operation that provides both secrecy and 
authenticity in only one pass over the message 
data. Second, we employ OCB based of AES 
encryption mode. Third, using pairwise Key 
establishment scheme. Fourth, we send only a 
few bits of the IV, while retaining the security of a 
full-length IV per packet. In contrast, previous 
approaches require two passes over the plaintext 
(one for encryption and one for authentication) 
and transmission of the full-length IV. Fifth, we 
exploit the fundamental distinctions between 
unicast and broadcast communication, providing 
two energy-optimized communication modes. In 
unicast mode, we reduce the radio's energy 
consumption by using synchronized counters and 
performing extra computation. Although radically 
different from conventional networking protocols, 
such a scheme is desirable in this setting because 
of the stringent energy constraints of sensor 
networks. In broadcast mode, we employ a 
Bloom-filter based replay protection mechanism 
that avoids per-sender state. 

Our aim is to enhance MiniSec-U security level 
by using two security primitives: OCB encryption 
and AES. Comprise three block ciphers, AES-128, 
AES-192 and AES-256, adopted from a larger 
collection originally published as Rijndael. Each 
AES cipher has a 128-bit block size, with key 
sizes of 128, 192 and 256 bits, respectively. The 
improvement in energy consumption comes at the 
cost of a modest increase in memory size, which 
is a desirable tradeoff in sensor nodes. The current 
trend reveals that memory size has been 
consistently increasing, while energy constraints 
remain as stringent as ever. Thus, the design 
tradeoffs in the proposed model make it well-
suited for current state-of the- art sensor devices. 

 

 

4 Key Establishment Scheme 
 

4.1 Overview 
Key establishment in sensor networks is a 
challenging problem because asymmetric key 
cryptosystems are unsuitable for use in resource 

constrained sensor nodes, and also because the 
nodes could be physically compromised by an 
adversary. Let’s present three new mechanisms 
for key establishment schemes First Q-composite 
random key pre-distribution scheme, Second 

Multi-path key reinforcement scheme and Finally 

Pair-wise Key Establishment [7]. 
Q-composite random key pre-distribution 

scheme, This achieves greatly strengthened 
security under small scale attack while trading off 
increased vulnerability in the face of a large scale 
physical attack on network nodes. 

Multi-path key reinforcement scheme, This 
substantially increases the security of key setup 
such that an attacker has to compromise many 
more nodes to achieve a high probability of 
compromising any given communication.  

Pairwise Key Establishment, This assures that, 
even when some number of nodes has been 
compromised, the remainder of the network 
remains fully secure.  

In general, Pair wise Key Establishment (PKE) 
in sensor networks is challenging because of the 
potentially large network scale and the 
constrained system resources [8]. Moreover, 
sensor networks are often deployed in unattended 
and adversarial environments. Due to these 
challenges, a PKE scheme must meet the 
following requirements: 

• Resilience to Large Number of Node 
Compromises  

A PKE scheme should be resilient to a large 
number of node compromises because sensor 
nodes are low-cost; hence they cannot afford 
tamper-resistance hardware. Recent advances in 
physical attack show that even memory chips with 
built-in tamper-resistance mechanisms are subject 
to various memory read-out attacks [9,12]. Thus, 
an adversary may capture many sensor nodes and 
analyze them to obtain their secret keys. 

• Guaranteed Key Establishment 
A PKE scheme should guarantee that any two 

nodes can establish a pairwise key whenever 
needed. 

• Direct Key Establishment 
A PKE scheme should allow two nodes that can 

communicate (directly or indirectly) with each 
other to establish a pairwise key. 

 
 

4.2 The Proposed Pairwise Key Scheme 
To securely establish pairwise keys and 
meanwhile prevent a large number of 

RECENT ADVANCES on DATA NETWORKS, COMMUNICATIONS, COMPUTERS

ISSN: 1790-5109 218 ISBN: 978-960-474-134-2



 4

compromised colluding nodes from breaking the 
pairwise key shared by any two innocent nodes, 
we propose a Random   Perturbation- Based 
(RPB) scheme. This scheme relies on polynomials 
to generate pairwise keys, and the polynomials are 
defined over a finite field denoted as Fq, where q 
is a prime number. Before presenting the basic 
idea of the RPB scheme, we first list some 
notations and introduce a new concept called 
perturbation polynomials.  

 
4.2.1 Notation:  

Following is a list of notations used in presenting 
the basic idea of RPB: 
• q, l: q is a prime number (q > 2), and l is the 
minimal integer such that 2l

 > q. Thus, every 
element in field Fq can be represented by l bits. 
• S: a set of legitimate IDs for sensor nodes. Let S 

subset {0, · · ·, q - 1}. 
• r: a positive integer such that 2r

 < q. 
• Ф: is a set of perturbation polynomials (to be 
defined in Section 4.2.2). 
• f(x, y): a symmetric polynomial, in which the 
degree of x and y are both t (t is a system 
parameter). 
•gu(y) (u ∈ S): a t-degree univariate polynomial 
that is preloaded to node (with id u) before it is 
deployed. 

 
4.2.2 Perturbation Polynomials: 
In RPB, we introduce the concept of perturbation 
polynomial, which is defined as follows: 

Given a finite field Fq, a positive integer r (2r
 

< q), and a set of node IDs S (S∈  {0, · · ·, q - 

1}), a polynomial set Ф is a set of 
perturbation polynomials regarding r and S if 
any polynomial Ф (.)∈Ф has the following 
limited infection property: 
For all u ∈ S, Ф (u) ∈{0, · · ·, 2r

 - 1}. 

The above definition ensures that the value of a 
perturbation polynomial will not be grater than 2r

 

-1; i.e., it has at most r bits. This property is 
exploited in our design of the RPB scheme. Note 
that, adding a r-bit number to a l-bit number (l is 
the minimal integer such that q < 2l), the least 
significant r bits of the l-bit number are directly 
affected, while whether its most significant l - r 

bits is changed or not depends on if a carry being 
generated from the least significant r bits in the 
addition process. For example, adding (101000)2 
by (0101)2 changes its least significant r = 4 bits 
but does not change the most significant l-r = 2 
bits; however, adding it by (1010)2 changes both 

its least significant 4 bits but also the most 
significant 2 bits. 

                         
4.2.3 Basic Idea of the RPB Scheme:   
In the basic polynomial-based scheme, where any 
two nodes (with IDs u and v) are given shares (f 
(u, y) and f (v, y)) of a symmetric polynomial f(x, 

y), they can always find a match (f (u, v)) to be 
used as the shared key of size l bit [19]. Different 
from this, the RPB scheme does not give each 
node the original share but the perturbed share, 
which is the sum of the original share and a 
perturbation polynomial with the limited infection 
property. The motivation for adding the 
perturbation with limited infection can be 
summarized as follows: 

• First, adding perturbation polynomials makes 
it harder to break the symmetric polynomials. 
This is because the adversary cannot obtain the 
original shares of polynomial f(x, y), and thus, it 
has prohibitively high complexity to break f(x, 

y) even if it has compromised a large number of 
sensor nodes. 
• Second, two nodes can still establish a key, 
though the addition of perturbation polynomials 
changes the values of the original match key (f 
(u, v)) at both sides. 
The principle behind this can be explained as 
follows: 
The addition of the perturbation polynomials 
directly affects the r least significant bits of the 
l-bit original match key (this is because of the 
way we construct ` to have the limited infection 
property) and may also affect the most 
significant l - r bits of the original match key 
due to the carry generated in the addition 
process. Because the perturbation polynomials 
added to nodes u and v are different, this 
addition changes the original match key at both 
nodes into new values that do not match 
anymore. However, we can throw away the least 
significant r bits of the results after the addition, 
and thus, we only have to deal with the most 
significant l - r bits of the results. In some cases 
these l-r bits stay the same at both nodes u and 
v, so we still have a match to be used for our 
shared key; in other cases some of these l-r bits 
are changed but, as to be shown later, they must 
belong to only two predictable cases, so we can 
still find a match to be used as the shared key.  

To further explain the above basic idea, we now 
introduce the three major steps of the RPB 
scheme: system initialization, pre-distribution of 

perturbed polynomials and key establishment. 
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(a) System Initialization 

The authority arbitrarily constructs a bivariate 
polynomial f(x, y), where the degrees of x and y 

are both t (t is a system parameter), and for any x 

and y, f(x, y) = f(y, x). 
Then, the authority picks system parameter r, 
constructs a node ID set S subset {0, · · · , q - 1}, 
and constructs a set of perturbation polynomials Ф 
regarding S and r. 
 
(b) Pre-distribution of Perturbed Polynomials 

Before a node (with id u ∈  S) is deployed, due to 
the reasons presented in Section 4.2.3, the 
authority does not preload the original polynomial 
share of f(x, y), i.e., f (u, y), to the node. The 
authority randomly picks a polynomial Фu(y) from 
Ф and preloads gu(y) = f(u, y) + Фu (y) to node u. 
Note that node u is only given the coefficients of 
gu(y), so it cannot find out the coefficients of 
either f(u, y) or Фu (y) from gu(y).  
 
(c) Pairwise Key Establishment 

We now show how any two nodes (say u and v) 
can establish a pairwise key. When node u wants 
to communicate securely with node v, it initiates 
the key establishment process:  
Step 1: Node u evaluates gu(y) at y = v, and 
represents the evaluation result in l binary bits. 
Step 2: It uses the most significant l - r bits of 
gu(y), denoted as Ku,v, as the key. 
Step 3: Node u sends h (Ku,v)  to node v, where h(.) 
is a secure hash function such that any node 
overhearing h(Ku,v)  cannot derive Ku,v . In theory, 
h(.) can be any secure hash function.  
After receiving h (Ku,v), node v goes through the 
following steps to construct three keys denoted as 
Kv,u, K

-
v,u and K+

v,u: 
Step 1: Node v evaluates gv(u), gv(u)+2r

 

and gv(u) - 2r. 
Step 2: Each evaluation result is 
represented in l binary bits, and its most 
significant l-r bits is computed and 
assigned to Kv,u, K

+
v,u or K

-
v,u, 

respectively. 
As stated in Theorem 1, one of Kv,u, K

-
v,u and K+

v,u 
that are computed by node v must be the same as 
Kv,u that is sent by node u. 
Theorem 1. For any two nodes u and v, where {u, 

v} subset S, it holds that Ku,v = Kv,u 

, Ku,v = K+ v,u, or Ku,v = K-
v,u. 

5 Time Synchronization, Packet 

Format and Bloom Filter 

Configuration 
 
 

5.1 Packet Format 
The packet format used in our architecture is the 
same as used by MiniSec-U [11] where the LB 
(Last Bit) optimization by sending the last x bits 
of the sender's counter along with each packet. 
Since TinyOS payloads are never greater than 29 
bytes, we can safely overload the first 3 bits of the 
length field to store these bits. 

This is a significant advantage since we do not 
suffer any communication overhead for sending 
the last x bits of the counter. The empirical results 
show that by using the last 3 bits of the counter, 
even under high packet drop rate, the counter 
resynchronization protocol was rarely executed. In 
addition to the security primitives, the broadcast 
architecture utilizes loose time synchronization 
and Bloom filters 

 
 

5.2 Time Synchronization 
Epoch length te must be at least 2δt + δn where δt 
be actual time synchronization error and δn be the 
actual network latency. Recent advancement in 
secure sensor network time synchronization 
[20,21] enables pairwise time synchronization 
with error of mere µs. Transmission delay 
between neighboring nodes are on the order of ms. 
Even under extreme pessimistic conditions, epoch 
length of 1 second is longer than necessary 
according to the needs of the broadcast model.  
 
 
5.3 Bloom Filter Configurations 
Our proposed implementation supports Bloom 
Filter. Bloom filter is a space-efficient 
probabilistic data structure that is used to test 
whether an element is a member of a set. False 
positives are possible, but false negatives are not. 
Elements can be added to the set, but not removed 
(though this can be addressed with a counting 
filter). The more elements that are added to the 
set, the larger the probability of false positives. 
In traditional networking fashion, by modeling 
packet reception as a Poisson process. Thus, the 
number of packets received within an epoch can 
be approximated by a Poisson distribution with 
mean of Pµ. This model allows binding the 
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maximum number of received packets in an epoch 
with high probability. By setting the Cumulative 
Distribution Function (CDF) of the Poisson 
distribution to an arbitrarily high probability p and 
solving for k, the maximum received packets is k 
for each epoch with probability p. Lets set p to 
0.99, and arrived at k = 14. 
Given this information, we can set a particular 
false positive rate and solve for appropriate 
configurations for the Bloom Filter size m and 
number of hash functions h. This problem had 
been previously studied by Almeida et al.'s work 
on Summary Cache, where they evaluated the 
statistics behind Bloom Filters. The probability of 
a false positive after inserting n elements is: 
 

(1-(1-(1/m)) kn) k   (1) 
 

Thus, with the worst case of n = 14 elements, the 
achieved false positive rate will be 1% with m = 

18 bytes and h = 8 [11].  
 

 

6 Using Advanced Encryption 

Standard (AES) 
Security is a great necessity in data operations 
today. The authentication process or commerce 
exchanges need security and reliability. There are 
several ways to guarantee the operation of these 
systems with security. Cryptography is one option 
and is very used today in many applications. One 
such scheme which helps in secured data 
transaction is Advanced Encryption Standard 
(AES). AES is an algorithm which is approved by 
National Institute of Standards and Technology 
for AES is Rijndael Algorithm which has 128 bit 
key. Rijndael algorithm offers Flexibility, 
Security, High speed and low cost. Efficiency of 
the algorithm is measured by how fast they can 
encrypt and decrypt information, how fast they 
can present an encryption key and how much 
information they can encrypt. The algorithm's 
design was strongly influenced by the block 
cipher. It is written so that block length and/or key 
length can easily be extended in multiples of 32 
bits, and the system is specifically designed for 
efficient implementation in hardware or software 
on a range of processors.  

AES [2] comprises three block ciphers, AES-
128, AES-192 and AES-256, adopted from a 
larger collection originally published as Rijndael. 
Each AES cipher has a 128-bit block size, with 
key sizes of 128, 192 and 256 bits, respectively. 

The AES ciphers have been analyzed extensively 
and are now used worldwide. 

This algorithm [4] is based on round function, 
and different combinations of the algorithm are 
structured by repeating the round function 
different times. Each round function contains 
uniform and parallel four steps: SubBytes, 
ShiftRows, MixColumn and AddRoundKey 
transformation and each step has its own 
particular functionality. This is represented at 
“Fig. 1”. 

Here the round key is derived from the initial 
key and repeatedly applied to transform the block 
of plain text into cipher text blocks. The block and 
the key lengths can be independently specified to 
any multiple of 32 bits, with a minimum of 128 
and a maximum of 256 bits. The repeated 
application of a round transformation state 
depends on the block length and the key length. 
For various block length and key length variable’s 
value are given in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 
 
 
 
 
 
 
 

Fig. 1. AES Workflow. 
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Table 1  
KEY-BLOCK-ROUND COMBINATION. 

Flavour 
Key length 

Nk 
Block 

Size Nb 
Number of 
Rounds Nr 

AES 128 4 4 10 

AES 192 6 4 12 

AES 256 8 4 14 

 

 

7 Experimental Results 
 

7.1 Experiment Setup 
We have implemented AES and Skipjack on Intel 
(R) Celeron (R) CPU 2.40 GHZ, 256 RAM using 
MATLAB v. 7.01 is a numerical computing 
environment and fourth generation programming 
language. The parameters that are use for 
evaluating the RPB scheme are shown in Table 2. 
In these settings, a network with N = 212 or 216 
nodes can be supported, the size of generated 
pairwise key is 84 bits, and the computational 
complexity to break the secret polynomials for 
key generation in this system is at least 2t = 280. 
 

Table 2 
PARAMETERS OF RPB IN THE EXPERIMENTS  

Q l R t M 

232-5 32 22 80 8 

236-5 36 24 80 7 

240-5 40 28 or 26 80 7 or 6 

 
The RPB scheme has very low communication 

overhead: only a hash value of the pairwise key 
needs to be sent between two nodes. This value 
can be piggybacked in the first data message they 
exchange. Therefore, in the experiments 
Wensheng Zhang Minh Tran , Sencun Zhu and 
Guohong Cao only study the computational 
overhead and the storage overhead of the sensor 
nodes. Note that the overhead of the offline key 
server is not considered since the server can be 
much more powerful than sensor nodes. Two 
metrics are used in there experiments: (a) The 
computational overhead per node, the total 
number of CPU cycles and the CPU running time 
that are required to find a shared key divided by 
the number of communicating nodes. In 
particular, the reported computational overhead 
for RPB is the overhead of the receiver side 
because the sender has lower computational 
overhead than the receiver. (b) The storage 
overhead, the size of the program and data in 
ROM and RAM [8]. 

 

 
7.2 Experiment Results 
This section will present the experimental results. 
Note that the data presented in the figures or 
tables are the averaged results over 100 
independent runs. 

 
7.2.1 Computational and Time Overhead:   

RPB overhead, experimental results showed that 
the CPU running time required for establishing a 
pairwise key is 0.13 seconds where 9.59×105 
cycles required. The parameters for RPB are as 
follows: q = 240 - 87, l = 40, r = 28, t = 80 and m 
= 7. Therefore, pairwise keys of size (l - r)*m = 84 
bits can be computed. 

Encryption Techniques Overhead, Table 3 
illustrates a comparison of the computation time 
overhead among the implemented different 
encryption modes, also shows us that AES-128 
gives the lowest time overhead. 

 
Table 3 

ENCRYPTION TECHNIQUES OVERHEAD 

Flavour Encryption Decryption Total 

AES-128 4.125 4.22 8.345 

AES-192 4.21 4.24 8.45 

AES-256 4.52 4.48 9 

Skip Jack 4.72 4.6 9.32 

 
7.2.2 Security Analysis:   
In this section, we provide an analysis on the level 
of security promised by our proposed model. First, 
we discuss properties that are common across both 
protocols. Next, we discuss how these protocols 
are different. 

Authentication, the proposed model uses OCB 
based on AES encryption to provide for data 
authentication over the payload and packet header. 
The security of OCB's authentication scheme is 
directly related to t, the length of the tag. By 
setting t to be 64 bits, an adversary has a 1 in 264 
chance of forging a correct tag for a particular 
message. This suffices for the majority of 
practical applications. 

Secrecy and Semantic Security, semantic 
security requires that nonces do not repeat. (Also 
note that since the sender uses a strictly 
monotonic counter as the nonce, each cipher text 
would be different even if the plaintext were the 
same.) Avoiding repetition of nonce is easy. In 
proposed model, the counter is kept as internal 
state, and thus can be made arbitrarily long. We 
choose 16 bytes, which means that the nonce 
would not repeat until after sending 2128 messages.  
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Weak Freshness, in the proposed model, the 
receiver can arrive at the counter value used for 
each packet by verifying the validity of OCB 
decryption. The receiver can use the counter value 
of two messages to enforce message ordering, 
thus providing weak freshness. 

Replay Protection, each sender and receiver 
keeps a synchronized counter that is used as the 
nonce in OCB encryption. The receiver would 
only accept messages with higher counter values 
than those maintained in the node state. Thus, 
replayed packets will all be rejected. [11]. 

 
7.2.3 Energy Consumption:   
“Fig. 2” illustrates the encryption and decryption 
energy consumption for different AES and 
SKIPJACK messages lengths. 
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Fig. 2.  Encryption energy Consumption for different message length. 

 
“Fig. 3” and Table 4 illustrate the encryption 

and decryption energy consumption for different 
AES and SKIPJACK Key lengths. “Fig. 2” and 
“Fig. 3” show that AES encryption energy 
consumption is slightly higher than SKIPJACK, 
while the decryption energy consumption is 
approximately the same for large key lengths. But, 
on the other hand, we will get higher level of 
security as shown in security analysis section 
7.2.2. 

Table 4 
ENCRYPTION TECHNIQUES ENERGY CONSUMPTION FOR DIFFERENT Key 

LENGTH 

Flavour 
Message 
Length 

Encryption Decryption Total 

128 5.76 8.31 14.07 

192 5.82 8.38 14.2 AES 

256 5.89 8.45 14.34 

Skip Jack 64 5.49 5.49 10.98 
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Fig. 3. Encryption Techniques energy Consumption for different Key 

length. 

 
 

8 Conclusion 
In this paper, a novel Pairwise Key based security 
architecture is proposed where Advanced 
Encryption Standard (AES) encryption mode is 
employed that provides both secrecy and 
authenticity in only one pass over the message 
data. The scheme guarantees that any two nodes 
can directly establish a pairwise key without 
exposing any secret to other nodes. Even after a 
large number of nodes have been compromised, 
the pairwise keys shared by non-compromised 
nodes remain highly secure. It comes at the cost of 
a little increase in energy consumption but 
achieves higher level of security. Through 
analysis and prototype implementation, we 
showed that the scheme is highly secure and 
computationally efficient. Furthermore, it has 
pretty low storage requirement, and can be 
implemented in the current generation of sensor 
nodes. 
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