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Abstract: We propose an original method to geoposition an audio/video stream with multiple emitters that are at the same time receivers of the mixed signal. The achieved method is suitable for those comes where a list of positions within a designated area is encoded with a degree of precision adjusted to the visualization capabilities; and is also easily extensible to support new requirements. This method extends a previously proposed protocol, without incurring in any performance penalty.
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1 Introduction
Nowadays, the increase of domestic available bandwidth and computing power is making videoconferencing a reality in situations that were unthinkable a few years ago. Applications like skype[1], qik, etc., try to take advantage of this scenario and provide new features and functionality. As an example, by using videoconferencing, people residing in distant areas can perform meetings and cooperative work successfully, despite the possible geographical restrictions.

Any application where multiple users can interact by means of audio and video channels under a Peer to Peer (P2P) communication [1] [2], suffers many problems related to the available bandwidth and computing power [6] [8], which can be critical as the number of users rises. Any solution to these problems implies restrictions in the way the users interact with each other or in the quality of the communication.

The geopositioning of any type of multimedia content is a current trend that can be seen in all Internet content sharing services (picasa, qik, etc.). Being able to transmit securely the location of the audio/video stream in real time is an interesting application, especially when it does not imply any loss of quality which is already severely limited by the available resources and bandwidth.

There are several ways to encode global positioning coordinates. The geographic coordinates system uses two angular coordinates in a general spherical coordinates system used in Astronomy. The two angular coordinates are related to the following angles, measured from the center of the Earth:
– The latitude of a point on the Earth's surface is the angle (measured in degrees) between the plane of the equator and the straight line segment that joins the point to the center of the globe.
– The longitude of any point on the Earth's surface is the measure of the angle (in degrees) between the planes that contain the point, the Earth's axis and the Greenwich Meridian (adopted as reference).

Another coordinate system is the Universal Transverse Mercator (UTM). A position on the Earth is referenced in the UTM system by the UTM zone, and the easting and northing coordinate pair. The easting is the projected distance of the position from the central meridian, while the northing is the projected distance of the point from the equator. The point of origin of each UTM zone is the intersection of the equator and the zone's central meridian.

The use of a concatenation of coordinates for the transmission of all the positions of a set of nodes could be a waste of precision or possible locations, when transmitting the information of the position from many nodes simultaneously is required and the transmission bandwidth and the data size are relevant.

We have observed certain restrictions in the underlying problem, which would provide an opportunity for reducing the amount of data transmitted and allowing it to be adapted to our voice/video transmission system [3].
In this paper, we propose a technique for adding a geopositioning signal corresponding to the $N$ participants in a multi-party videoconferencing, so that the accuracy is tailored to the bandwidth unused by the audio/video channels, without producing delay. The main idea is to propose a lossy positioning information compression technique based on three factors: the minimum precision required, the range of probable positions and the number of bits available for geopositioning information.

2 Notation
We use the following notation in this paper:

- A devices ring is a subset of devices with modular sequential order and some characteristics in common.
- $R_R$ is the real devices ring.
- $R_C$ is the connected devices ring.
- $N_R$ is the total number of machines in $R_R$.
- $N_C$ or $N$ is the total number of machines in $R_C$.
- $n$ is the current machine in $R_C$.
- $I$ is the total number of iterations of the algorithm.
- $i$ is the current iteration of the algorithm.
- $\text{Mix}(y, x)$ is a packet mixing function that mixes from $y=0$ to $x$.
- $\text{Parallel} \{\text{Job1} \ \text{Job2}\}$ denotes that jobs 1 and 2 are carried out in parallel.

3 Protocol specification
In the following, we describe the protocol specification and requirements.

3.1 Requirements
This method for embedding the geopositioning signal in an audio/video data stream in real time, although valid for many other purposes, is a part in the development of our secure communications system [3], determining the supposed initial situation with its related bounds and problem restrictions.

Firstly, the system provides an environment where the connection changes and, therefore, the number of currently connected devices with the capability to participate in an audio or audio/video communication, $N_C$, out of the total number of ready devices, $N_R$, is known and efficiently managed.

On the other hand, the system must provide mechanisms to establish and manage audio or audio/video communications in real time, ensuring the integrity, confidentiality and non-repudiation of data transmitted in the stream according to the policies specified for such communication.

Finally, the method used for mixing and transmitting all audio and video sources [3] [4] provides, depending on the terms of communication, a variable difference between the number of bits required by each package and the Maxim Transfer Unit (MTU) of the network, which can be used to transmit small amounts of data, like geopositioning. It is not optimal to send this data in new packages while the stream of data in real time is happening, since the high latency of data networks for mobile [5] networks would introduce significant delays in the communication noticeable to the human ear.

3.2 Position Coordinates Encoding
The amount of bytes required to represent the coordinates in different systems and different precision is shown in Table 1: Geographical Coordinates with second precision (approximately, and depending on the area, corresponds to a precision of about 25m) and of cents of seconds (around 0,2m); and UTM coordinates with a precision of 10m and 0,1m.

<table>
<thead>
<tr>
<th>Bytes</th>
<th>Geo. Sec.</th>
<th>Geo. Cent.</th>
<th>UTM 10</th>
<th>UTM 0,1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Number of bytes required for coordinate representation.

Due to the specific requirements of the problem under study, the concatenation of all node positions could mean a waste of precision or possible locations. The different coordinate systems have been designed for global positioning; in our case we will need to position a certain number of nodes in their respective geographical locations; the further away they are located from each other, the location precision becomes less relevant while as they get closer the total possible area for location becomes smaller.
This reasoning comes from the fact that the location signal to be transmitted is meant to be a general view of the position of every node that will be represented as a set in a mobile device. Thus, precision is useless when dealing with large distances, if more precision is needed for a specific node’s location then a direct query for that node’s location will be performed, but this is out of the scope of this paper.

In order to achieve this, we define an action window where all nodes’ location will be represented with a level of precision suitable to the visualization capabilities and free bits for transmission available. The encoding scheme is shown in Fig. 1.

In the following, we detail the different steps in the encoding.

### 3.2.1 Action Window

The action window is defined as an area of the Earth surface that contains all node locations. A huge level of precision is not required to define this window although it must be able to adapt to large scales (whole Earth) or small ones (a town) as required.

The action window is defined by its anchor point (upper-left corner) and a certain length. The latter is used to specify size of the square containing the area. This is done in this way to reduce the number of bytes required to represent it, avoiding the need to encode two points or any unnecessary precision for its purpose.

Observing Table 2, we see that the reason to choose a minutes precision level is because it achieves a good tradeoff between precision and the amount of bytes required.

The four remaining bits in the encoding of the anchor point are used to encode the scale in which the square side length will be specified in the next byte as shown in Table 3. In this table we can observe the 16 different ways to distribute the 8 bits of the byte representing the action window side size, that have been chosen so they offer an adequate range of maximum distances and minimum precisions.

**Table 2** Byte and precision tradeoff for latitude and longitude in an area 40°N from the equator.

<table>
<thead>
<tr>
<th>Precision</th>
<th>Latitude Precision</th>
<th>Longitude Precision</th>
<th>bits</th>
<th>bits</th>
<th>bits</th>
<th>Bits Total</th>
<th>Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>40º 1°</td>
<td>2.04 m</td>
<td>3.08 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td>15º 56'</td>
<td>1.02 m</td>
<td>1.56 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.05</td>
</tr>
<tr>
<td>7.5º 33'</td>
<td>0.51 m</td>
<td>0.83 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.11</td>
</tr>
<tr>
<td>4º 16'</td>
<td>0.32 m</td>
<td>0.50 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.16</td>
</tr>
<tr>
<td>1º 8'</td>
<td>0.20 m</td>
<td>0.31 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.21</td>
</tr>
<tr>
<td>0.5º 5'</td>
<td>0.10 m</td>
<td>0.16 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.26</td>
</tr>
<tr>
<td>0.25º 3&quot;</td>
<td>0.05 m</td>
<td>0.08 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.31</td>
</tr>
<tr>
<td>0.125º 1&quot;</td>
<td>0.025 m</td>
<td>0.03 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.36</td>
</tr>
<tr>
<td>0.06º 0.5&quot;</td>
<td>0.0125 m</td>
<td>0.02 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.41</td>
</tr>
<tr>
<td>0.03º 0.25&quot;</td>
<td>0.00625 m</td>
<td>0.01 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.46</td>
</tr>
<tr>
<td>0.015º 0.125&quot;</td>
<td>0.003125 m</td>
<td>0.01 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.51</td>
</tr>
<tr>
<td>0.0075º 0.0625&quot;</td>
<td>0.0015625 m</td>
<td>0.01 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.56</td>
</tr>
<tr>
<td>0.00375º 0.03125&quot;</td>
<td>0.00078125 m</td>
<td>0.01 m</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.61</td>
</tr>
</tbody>
</table>

**Table 3** Different encodings for the action window side size.
### 3.2.2 Position List

In the proposed encoding method the precision level is meant to always be less than the maximum achievable precision. In our case of study we define the maximum precision as the one with which a coordinate can be selected within our action window, visualized in full screen on a mobile device with a maximum resolution of 640x480 pixels. The maximum precision would be a single pixel, so the maximum achievable precision would be the action window side size divided by the greatest dimension of the resolution (640).

Each node will be positioned in the action window determining its position within an \( n \) by \( m \) elements grid. Since, in order to successfully represent graphically a node, a square of 10 pixels of side will be used, we consider a grid of 64x64 elements as an adequate representation precision.

Considering the required precision, one and a half bytes (12 bits) allow concatenating the different node positions while only wasting 4 bits when the number of nodes is odd.

<table>
<thead>
<tr>
<th>0</th>
<th>8</th>
<th>16</th>
<th>20</th>
<th>24</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action window (anchor point)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(side size)</td>
<td>Node 0 position</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>Node N position</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1 Encoding bit arrangement.

### 3.3 Protocol Definition

The protocol proposed in previous papers [3] [4], consisted, regarding the transmission of an audio/video stream, of a stream establishment phase and of a transmission phase. The algorithm corresponding to the transmission phase is shown in Fig. 2, where it can be observed that it takes \( \log_2(N) \) iterations for each transmission during the sub-mixing phase.

The following additions to the protocol have been necessary in order to incorporate geopositioning to the data stream:

- Reception of each nodes position during the stream establishment phase. With these data the node that started the communication computes, as shown later, the action window parameters.
- In the sub-mixing phase, each node encapsulates the geopositioning data that it has available on each iteration within the audio/video data.
- In case that a dynamic change of the action window parameters is required during the communication, the starting node is in charge of sending the corresponding control signal encapsulated within the stream as specified in the protocol.

```c
Function TransmitVoice (VoicePacket myVoice, int numNodes, int myPosition)
{
    N= numNodes;
    n= myPosition;
    AllPacketReceived.add (myVoice);

    For (i=1; i < log_2(N); i++)
    {
        NodeDestination = n + 2^i;
        NodeOrigin = n - 2^i;

        Parallel
        {
            PacketReceive = receive(NodeOrigin);
            AllPacketReceived.add (Mix(PacketReceive, AllPacketReceived[i-1]));
        }

        Parallel
        {
            PacketSend = AllPacketReceived[i-1];
            Send(NodeDestination, PacketSend);
        }
    }

    Float X= log_2(V-2^i)
    If (x is integer)
    {
        NodeDestination = n + 2^i;
        NodeOrigin = n - 2^i;

        Parallel
        {
            PacketReceive = receive(NodeOrigin);
            AllPacketReceived.add(Mix(PacketReceive, AllPacketReceived[-1]));
        }

        Parallel
        {
            PacketSend = AllPacketReceived[log_2(V-2^i)];
            Send(NodeDestination, PacketSend);
        }
    }
    Else
    TransmitVoiceLastPackets (VoicePacket myVoice, int numNodes, int myPosition);
}
```

Fig. 2 Transmission phase algorithm.

### 3.3.1 Action Window Algorithm

The specification of the action window parameters is done with the following process:

1. Determine the minimum and maximum longitude and latitude of all node positions, obtaining two coordinates defining a window.
2. Extend the obtained area with a distance to the window frame. If not specified otherwise, this is taken as 300 meters.
3. The anchor point is obtained by rounding to the nearest position to the one calculated for the window, with a precision level of minutes. This rounding process will always try to find the
By subtracting the lower right corner point with the computer anchor point, we establish the greatest distance (horizontal or vertical) as the square side length.

5. To represent the square size length we take the most precise representation in Table 3 that allows reaching the required distance.

6. The action window is the one obtained after all rounding processes.

3.3.2 Action Window Dynamic Change Detection Algorithm

In order to detect that a change of action window parameters is required the following procedure should be executed:

1. Determine out of all nodes, if any of them lie in the first or last row or column.

2. If any of them satisfies such criteria and the action window has not changed during the last hour, then the action window is changed according to the standard frame size.

3. If any of them satisfies this criteria and the action window has been changed less than hour ago, then the action window is changed with a frame size corresponding to the difference between a hypothetical new action window with a frame of size zero and the previous action window.

4. After an hour has elapsed, a new action window is computed and if the encompassed area is two magnitude units smaller the it is changed with standard frame size.

4 Results

The encapsulation of the geopositioning data produces the desired effects over the audio/video transmission in real time. Since the positioning data is transmitted using less than 50 bytes (for node sizes inferior to 30, see Fig. 5), the audio/video quality or the transmission times are not affected. Sizes over 60 bytes would provoke serious quality degradation in the video transmission without serious modifications in the stream management scheme.

In Fig. 4 we can observe that the only encoding scheme that never uses more information than what is representable is the one proposed. Since the other schemes use fixed precision, they always reach a point.

Fig. 3 Simulation with 13 Nodes.
where more information is transmitted than what can be represented. But even in the case of dynamic precision the proposed scheme still more efficient taking up less bytes for the same precision level; as shown in Fig. 5. This size savings increase with the number of nodes.

Fig. 4 Magnitude units difference between data precision and maximum achievable precision.

Fig. 5 Encoding sizes in bytes in relation to the number of nodes.

5 Conclusions
We have proposed an original method to geoposition an audio/video stream with multiple emitters that are, at the same time, consumers of the mixed signal.

The obtained method is suitable when a list of positions within a known area is encoded with precision tailored to the visualization capabilities of the target device. Nevertheless, it is easily adaptable to new precision requirements, as well as parameterized data precision.

The method is designed as an extension to the previously proposed protocol; adding audio/video signal geopositioning capabilities in real time (see Fig. 3) without incurring in any significant performance penalty or loss of features.

As future research, we plan to incorporate single node high precision location queries in order to represent them with the required detail during zoom operations. Also, we plan incorporating a role based security scheme to control access to the geopositioning data.

References: