Abstract: This paper proposes a neural network approach to solve the hand-written digit recognition problem. The proposed approach is based on the graph matching, a form of elastic matching, and an one-variable stochastic simulated annealing (OSSA) algorithm which makes it possible to evaluate the spin average value effectively by Markov process in case of many real applications with continues variables. Our approach provides not only the function of recognition but also the segmentation ability such that input characters are correctly recognized and segmented even if they are touching, connected, and defected by noise. Some preliminary computer experiments are reported to show the feasibility of this approach.
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1 Introduction
Hand-written character recognition is an important application field of neural networks because the conventional algorithms have much difficulties in this area[1][2][3]. Especially, it is hard to segment characters correctly by conventional, rule-based segmentation algorithms if they are touching, defected or noisy. In general, most recognition models used a preprocessor to remove meaningless variations and to capture meaningful features. However, its recognition accuracy has been limited by the accuracy of the segmentation algorithm it has. One of the well known problems in this situation is that one can not properly segment a character until it is recognized and yet one can not properly recognize a character until it is segmented correctly. This means that high ranks of recognition can be achieved by the integration of segmentation and recognition occurring simultaneously in the system.

Combinatorial optimization ranks among the first application of modern neural networks. In this paper, we propose a neural network approach that simultaneously segments and recognizes the hand-printed digits by graph matching, which is formulated as one of optimization problems. And it is shown that it is possible to map the graph matching problem onto a one-variable annealing neural network with an appropriate energy function.

2 Graph Matching for Segmentation and Recognition
2.1 Model Parameters
To characterize each feature three measurements are extracted. Their measurements or model parameters were chosen for their properties of invariance with respect to size, translation including shift of the writing[4]. We choose the following three model parameters to characterize the graph for segmentation and recognition. The first one is the distance, Euclidean distance, between the node in the input graph and that of reference graph, object graph. This parameter can be invariant to shift of the input. The second one is the acute angle between the two nodes in the graph. This angle parameter is invariant to rotation of the input by the proper angle measure function. The third one is the number of cross points between the two nodes in the graph. This crossing parameter is invariant to the size of the input.

2.2 Graph Matching Approach
Pattern recognition in our system consists of a dynamic assignment procedure, which is performed under the constraint that vertices(nodes) in the input graph should have approximately the same topological relationship as the vertices in one of the stored object graphs. In our graph matching approach each node has relational properties with neighboring nodes and is connected each other by a link. The relational properties are represented by the model parameters (distance, acute angle, and the number of cress points between the nodes). And not only the relations between the near neighboring nodes are used as the compatibility constraints but also relations between all
the far neighboring nodes are used in order to increase the robustness of the matching. The graph matching we present in this paper is elastic matching based on an energy of cost function. The minima of which provide the solution of the matching problem.

This leads to considering a neural network system where the state of the system is a set of connectivity rather than a vector of neural activities and computation is a connectivity-dynamics instead of an activity-dynamics[6]. In this approach, matching one graph with another graph consists in finding a connectivity state which satisfies at best many local requirements and minimize the cost.

2.3 Cost Function
In the graph matching problem for pattern recognition and segmentation we formalize, and actually quantify, with the help of the best possible matching between input and object graph, the degree of matching by a mathematical formulation. To find out the input and object graph, the degree of matching by a graph matching problem for pattern recognition and provide the solution of the matching problem.

\[ \min E = \lambda_1 E_1 + \lambda_2 E_2 + \lambda_3 E_3 \]  \tag{1}

\[ E_1 = \sum_{i=1}^{N} \sum_{k=1}^{N} \sum_{j=1}^{N} \sum_{l=1}^{N} (\Delta \theta_{iklj})(V_i V_{ij} V_{kl}) \]  \tag{2}

\[ E_2 = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{l=1}^{N} \sum_{m=1}^{N} \left| (\Delta \theta_{iklj}) V_{ij} V_{lm} - (\alpha \Delta \theta_{iklj}) V_{ij} V_{lm} \right| \]  \tag{3}

\[ E_3 = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{l=1}^{N} \sum_{m=1}^{N} \left| \beta ((\Delta \theta_{iklj}) - \frac{(\max_{\theta_{iklj}} + \min_{\theta_{iklj}})}{2})^2 \right| \]  \tag{4}

\[ \Delta \theta_{iklj} = |\theta_{iklj} - \theta_{iklj}^0| \]  \tag{5}

\[ \Delta \theta_{iklj}^0 = \min \left| \theta_{iklj} - \theta_{iklj}^0 \right| \]  \tag{6}

\[ \Delta \theta_{iklj}^0 = |\theta_{iklj}^0 - \theta_{iklj}^0| \]  \tag{7}

Where \( V_{ij} \) is analogous to a state variable of a neuron, and denotes the probability that node \( i \) is placed at position \( k \). Therefore, it takes the value of 1 when the node \( i \) in the input graph is placed at position \( k \) and it is matched perfectly to the node \( j \) in the object graph. \( \lambda_1, \lambda_2, \lambda_3 \) are weight factors that determine the relative weightings of the terms. \( \#_{iklj} \) is the number of cross points between the node \( i \) and node \( j \) when node \( i \) is at position \( k \) and node \( j \) is at position \( l \). \( \theta_{ij} \) is the acute angle between the interconnecting edge and horizontal line. \( \delta_{iklj} \) is a distance between node \( i \) and node \( j \) when node \( i \) is at position \( k \) and node \( j \) is at position \( l \). \( \min_{\theta_{iklj}} \) \( \max_{\theta_{iklj}} \) denote minimum and maximum distance between node \( i \) and node \( j \), that are allowed to move without penalty, respectively and that are needed to assist to produce a fine-look matching graph. \( N(i) \), a set of neighboring nodes of \( i \), consists of near neighbors and far neighbors. Near neighbors are upper, lower, left, right, upper-left, upper-right, lower-left, and lower-right side nodes around the node \( i \) within a unit distance. \( K(i) \) and \( L(j) \) are positions, that are decided when the object graph is constructed, of node \( i \) and node \( j \) in the object graph, respectively. \( \theta_{\alpha} \) is a threshold value of angle difference, Upper indices \( i \) and \( O \) refer to the input and stored object graph, respectively.

\( \alpha \) is a penalty factor to prevent angle difference between tow nodes not to exceed the \( \theta_{\alpha} \). \( \beta \) is another penalty factor to make the node \( i \) and node \( j \) reside in a given range between \( \min_{\theta_{iklj}} \) and \( \max_{\theta_{iklj}} \). The \( \lambda_1 \) term is to be zero if the number of cross points between every two edges in the input graph is same as that in the object graph. The \( \lambda_2 \) and \( \lambda_3 \) terms will have minimum value when all the neighboring nodes have the same topology in view of the angle and distance similarity between input and object graph.

3 One-variable Stochastic Simulated Annealing
In the real world application, there are many NP-hard optimizing problems with continuous variables. These include quantification analysis, D-optimal design problem, and fuzzy clustering[5][7]. In the case of neural network with continuous variables of \([a,b]\), the situation is identical to that of the network with discrete variables except that the state of each spin has a continues value, real value. And the equilibrium spin average of the continuous network is described as the following integral equation[5].

\[ < s_i > = \frac{\int_{s_i}^{\theta_s} \exp^{-\beta i \theta} ds_i}{\int_{s_i}^{\theta_s} \exp^{-\beta i \theta} ds_i} \]  \tag{8}

Though Eq(8) could be calculated by the integration method there are still some weaknesses. For instance,

- It is time consuming to calculate the integration in case of the large state space.
In many cases, a floating point under-flow error might occur by the hardware limitation of the computer when the component of the integral goes to zero.

To overcome the above weakness we present the way how to approximate Eq(8) by the stochastic method using Markov process. Monte Carlo (MC) techniques are methods of estimating the values of many-dimensional integrals by sampling with the help of random numbers and regarded as the methods appropriate to equilibrium statistical mechanics. We will concern ourselves with estimating the average potential energy of a simple fluid system, where the potential energy is dependent on the configuration of random numbers and regarded as the methods of random numbers and regarded as the methods appropriate to equilibrium statistical mechanics. We will concern ourselves with estimating the average potential energy of a simple fluid system, where the potential energy of a simple fluid system, where the potential energy is dependent on the configuration variables \( s^N = (s_1, ..., s_N) \) of the \( N \) particles:

\[
\langle E \rangle = \int E(s^N) p(s^N) ds^N
\]

(9)

where the probability density \( p(s^N) \) is given by

\[
p(s^N) = \frac{1}{Z} \exp^{-\frac{E(s^N)}{T}}
\]

(10)

with \( Z \) the configuration integral

\[
Z = \int \exp^{-\frac{E(s^N)}{T}} ds^N
\]

(11)

In MC estimation of an average like Eq(9), random numbers are used to generate approximately distributed configuration \( s^N \) of a system of \( N \) particles. In practice the computations are fairly expensive to carry out the integral, and it is impossible to calculate the configuration integral, Eq(11), because of the unlimited integral space. Importance Sampling (IS) is a promising method for reducing run-time in MC which has long been recognized as a powerful tool for simulating low probability events. And most of the statistical mechanics applications of MC involve IS rather than independent samples. In the mean field annealing (MFA) neural network with continuous variables, the equilibrium spin average is the same form as the average potential energy with configuration integral except that the system consists of only one variable. And the average of the perturbed spin at a given temperature might be regarded as an expected value of that spin in the mean field from the Boltzmann distribution[5].

We propose a new stochastic algorithm, OSSA algorithm, to realize Eq(8) as the following:

1. Select a spin \( i \) in the current state \( s \), and perturb it into a new state \( s' \).

2. Compute the energy \( E(s') \) and compare it with the \( E(s) \) of the current state \( s \), and then let the spin \( i \) take the perturbed value with probability

\[
\Pr(s' \leftarrow s) = \begin{cases} 1.0, & \text{if } E(s') < E(s) \\ \exp \left(-\frac{E(s') - E(s)}{T} \right), & \text{if } E(s') \geq E(s) \end{cases}
\]

(12)

Where \( T \) is a temperature.

3. Repeat 1 and 2 a number of times

4. Calculate the average of the accepted perturbed values and regard it as an equilibrium spin average, \( \langle s_i \rangle \), at a given temperature \( T \).

5. A nneal with an annealing schedule.

6. Repeat step 1 to 5 until the final temperature is reached.

In the above algorithm, step 1 to 3 are the same steps as in the original simulated annealing (SA) algorithm except that each single spin is perturbed and evaluated as its own value, which represents as element of the configuration vector. In other words, the difference between SA and OSSA is that the perturbed state of all the \( n \) spins is regarded as a candidate solution in the SA, but in OSSA the average of the perturbed states of only one spin is regarded as an equilibrium average of that spin under the field of the rest of the system. Step 4 is not necessary but is recommended to be used because it can prevent a spin from being evaluated as a fluctuated value even though a small number of iteration is used in OSSA algorithm. By the above OSSA algorithm, a good approximation of Eq(8) can be obtained.

4 Segmentation and Recognition

4.1 Graph Multi-partitioning

A graph partitioning problem is to partition a graph, which consists of a set of \( N \) nodes and \( E \) interconnecting edges, into \( K \) equally sized sub-graphs, each with \( N/K \) nodes and minimal number of edges. And graph multi-partitioning is a special problem with nodes that must be reside only one of \( B \) bins in the graph. Our graph matching problem is similar to the graph multi-partitioning in that it has exclusivity constraints that in the final solution a given node \( n_i \) must reside in only one bin among the \( B \) bins. In our case \( B \) corresponds to the number of possible positions at which a node can reside.

4.1 Segmentation and Recognition Using OSSA

Our segmentation and recognition algorithm using OSSA and graph matching is as follows:
5 Experimental Results

In the experiments, the input domain which consists of 20×20 cells is used. Each object graph with 32 nodes is made to have its own characteristics in the object domain having the same size as input domain. To find the near global minimum of the cost function, Eq(1), the solution of the matching problem. We implement an optimization algorithm, OSSA, for segmentation and recognition as described in the previous section. And we also use a window mechanism and a quench mechanism to speed up the computer simulation.

To investigate the ability of our model to simultaneously segment and recognize characters we use the input stimulus consisting of two digits that are distorted or touching each other. The segmentation of connected or touching characters is more difficult problem than recognition of a single character because there are many local topologies similar to that of object graph around the touching or connected area in the input graph. We applied graph matching and OSSA to segment hand-written digits with the starting temperature $T=1.5$, the final $T=1.0\times10^{-5}$, number of bins $(B)=21\times21$, $\alpha=2.0$, $\beta=2.0$, $\theta_0=0.8$, and $\epsilon=1.0\times10^{-5}$. The weight factors used were $\lambda_1=1500.0$, $\lambda_2=250.0$ and $\lambda_3=250.0$.

Fig 1. shows how the graph matching procedure for segmentation and recognition is progressed with $T$ when a stimulus consisting of touching characters (‘0’, ‘6’) is presented. In this figure, it is shown that at the initial $T$ disordered graphs are made(Fig 1(a)) but as the $T$ decreased refined graphs are outcome(Fig 1(b)). And at the final temperature, the identification and segmentation is completed when the input character has the same or similar topological relation as that of object character and cost function defined in Eq(1) is minimized and best matching graphs are displayed(Fig 1(c)). Fig 2 shows the cost at each temperature step in OSSA when the graph matching to the object graph of ‘0’(a) and ‘6’(b) are occurred.

As a result, we can see that graph matching with object graph ‘0’ and ‘6’ produces the best matching that look like solutions of segmentation of hand-written input ‘06’. Fig 3. shows some examples of hand-written digits which have been successfully recognized and segmented by OSSA. It can be seen from the figure that input digits are correctly segmented and recognized without preprocessing such as noise reduction, thinning, and scaling even if they are touching, connected, and defected by noise, in which case most conventional systems can not handle well.

However, some problems still remain to be solved. For example, when a local topology in some part of input is similar to that of topology of the object, or the topology of the input graph can be matched with more than one object graphs there is a possibility of failure in recognition and segmentation. To overcome the problems we can use the object graphs with different numbers of nodes each other, that make it possible to represent the characteristics of the objects effectively according to their shapes.
Fig 1. Progress in the graph matching process when input pattern is '06'

Fig 2. Cost at each temperature in OSSA (graph matching to the object graph of '0'(a) and '6'(b))

Fig 3. Some examples of characters successfully segmented and recognized (left-side(b), right-side(c) output graphs)

6 Conclusions
The system presented here demonstrates that neural networks can, in fact, be used for segmentation as well as recognition. We have by no means demonstrated that this method is better than conventional segmentation and recognition system in over all performance. The major idea is that pattern recognition and segmentation problem often requires
invariance that can not be easily obtained in conventional neural network architecture and relational descriptions provides a powerful theoretical tool for solving this kind of problem which requires invariance with respect to various transformation of the image. In our approach, constraints such as the angle, cross points and distance between two nodes are used. There three types of constraints are simple to compute and additional constraints and/or high-order constraints may also be included.
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