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Abstract: - In hierarchical distributed control systems for hydro power groups located over a large area, there are requirements for independent (autonomous) operation of control systems for each power group (or parts of the group), to solve local problems or in case of real-time faults over communication paths with upper levels. In this case, the control equipment for power groups may be defined as holons, and their autonomy property ensures a decentralized relationship of heter-hierarchical type. This is offering a methodology to implement alternate solutions for the control systems of power plants.
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1 Introduction
The hydro power plant systems using together the potential energy of the same water stream require more and more the use of complex control systems, which have multiple functions such as:
* The local control system at the group level:
  - The optimal conversion of hydraulic energy in electric energy in conditions of the variable flow of the water by maintaining the water level in the reservoir at a maximum;
  - Maintaining the hydro-generators in the stability area considering the variable turbined debits and balancing the energy in the system;
  - The correlation of the turbined debits for the plants installed in a cascade along the river course (the influence of the water propagation);
  - The automatic starting and stopping of groups (with the solving of the synchronization and in-phase connection) considering the energy requests and the water available at an optimal use.
* The central control system at the hydro plant level:
  - Monitoring, control and data acquisition for operating processes- SCADA systems;
  - Automatic control of technological parameters;
  - Optimization and coordination of process flows taking place in series, parallel or mixed;
  - Resources and production planning according with requirements, including forecasting algorithms;
  - Automatic reconfiguration of control systems, both hardware and software, to adapt to the actual operating requirements, both internal and external;
  - Fault detection and localization, increasing the fault robustness of the systems and automatic control in fault conditions;
  - Real time operation through parallel information processing.

Microprocessor technology evolution, combined with accessible costs and increased reliability allowed the development of new control systems, using distributed structures, multiple operational levels, and having dedicated hardware and software structures. [Popovici 1990, Vinatoru 2000]. Such production systems for hydro energetics, capable to rapidly adapt to market demands, require an evolved control system, which is flexible enough to adapt to new operational demands quick and without major perturbation of the process.

The use of the holonic concept as an instrument for modeling and design of control systems for big distributed processes is based on two properties of holonic structures: autonomy-grants to holons the right to take decisions without consulting an entity from an upper level and cooperation that allows the holons to communicate with other holons to solve some objectives pertaining multiple entities in a holonic structure.

This paper tries to apply this abstract concept to distributed control systems with applications in the hydro power plants and has the following objective: Providing a software flexibility to hierarchical control systems, which will allow a quick adaptation of the technological process and control strategy to the real operating restrictions, fault detection and localization, control in fault conditions, and remote monitoring for spatially distributed systems over large areas (the case of hydro power plants);
2 The concept of holonic structure

2.1 Control architectures utilized
The design and use of advanced process control systems [Tunser Orun.2000, van Brussel, 1998, Borangiu 1995] is defining the control structures for industrial processes:

a). Centralized control systems, one central control (directly control system actuators).
b). Distributed and hierarchical control structures, using multiple functional levels.
c). Hybrid control structure, derived from the b-type structure, with supplementary functions for cooperation and data sharing between controllers located at different levels.
d). The heterarchical control architecture, consists of independent structures called “agents” which execute commands based on their current and future estimated loading.

All these distributed control structures have some deficiencies: significant delays in the information, synchronization problems between equipment and difficulties in the implementation of some functions such as: software and hardware reconfiguration in case of faults, local autonomy of control units for isolated production units (case of hydro power plants).

2.2 The concept of holonic structure
The deficiencies of distributed control systems have led to the research, development and implementation of new concepts such as: Virtual enterprise, Knowledge-based systems, Agents oriented software, Holonic systems [Ulieru 2006, Fletcher 2006]. The use of the holonic concept as an instrument for modelling and design of control systems for big distributed processes is based on two properties of holonic structures: autonomy-grants to holons the right to take decisions without consulting an entity from an upper level and cooperation that allows the holons to communicate with other holons to solve some objectives pertaining multiple entities in a holonic structure. Recent publications introduce the concepts of Model of Holonic Coalitions and Emergence [Ulieru 2006]. Based on these concepts, the hierarchical character of distributed structures is extended to a hierarchy of holonic systems, which establishes, for the entire system of holons, a certain recursive hierarchy or a heterarchy of holons, without a central control, that allows the cooperation to achieve the system objectives.

2.3 The proposed system architecture
The proposed system architecture, (see figure 1, will have the following components:

- A web-based graphical human-machine interface for the configuration and simulation a process application (provide an access to the remaining components of the system);
- A local database of alternative scenarios and configurations (experts examine and evaluate);
- A simulation system (performed in operation space) residing at the expert's site capable of simulating the process node, as configured by the expert, using the database.
- A comprehensive database (Energy resources and demand profiles, Energy demands, of power system, Performance characteristics of the plants including capacities, repair and maintenance frequencies, and costs;
- Holonic coordination and control would provide a capability to use distributed communications to enable decision making between various elements of the system, and provide coordination and control of their activities. This holonic system would have a multi-layered architecture with the lowest level representing the process devices, the middle level representing Process Nodes, and the highest level representing the Management Nod.

2.4 The model elaboration
a). Hierarchical architecture. Hierarchical architectures are widely used and accepted in enterprise control systems and control systems
modelling. (Figure 1). In order to develop advanced modelling methodologies based on soft computing approaches ideas (information theory, neural networks and fuzzy logic) are investigated and utilized to represent and process information in a hybrid and hierarchical industrial system [Medsker 1995]. The proposed methodology is that of Fuzzy Cognitive Maps (FCMs), which can model dynamical complex systems that change in time with nonlinear laws.

b). A Fuzzy Cognitive Map Model for Process Industry. Fuzzy Cognitive Map consists of concepts that illustrate different aspects in the behaviour of the system and these concepts interact with each other showing the dynamics of the system. At the process level of the plant there is a common technical information system for the process control, the computerized and technical management systems that is shared between the production/management teams. The development methodology and features of Fuzzy Cognitive Maps have been presented in some papers.

In this Section a Fuzzy Cognitive Map model for a simple part of a hydropower plant will be developed in order to illustrate the procedure of developing an FCM model for a system and how FCM would look like (see figure 2). The examined example consists of two hydro turbines-generators, which produce the electrical energy using the water from the same river. The pipelines (penstocks and transport canal) connect the two turbines with the reservoir and their status influence both processes as it takes the output of the first group and provides the input to the other but with a time delay. Controllers are used to control these two processes and human operators will supervise and control the whole system.

c). A Hierarchical Two-level Supervisory Structure. The general characteristics of power plants process systems are their complexity and their large scale construction that make researchers use structural models such as hierarchical, heterarchical and other models in order to model such systems. In Power Plants Systems framework the human operator offers and supports Supervisory Intelligent Control through the use of a vague control methodology, within which he takes into consideration different factors and their relationship. The proposed structure is depicted in figure 1, where the supervisor is modelled as a Fuzzy Cognitive Map and consists of five sub-FCMs. Each one of these sub-FCMs accomplishes a special action for the plant at the lower level; one FCM is monitoring the plant, another one is used for failure diagnosis, the next one is used for decision-making, the other for planning actions on the plant and the last FCM describes the execution commands and sends them to the plant. These five FCMs are interconnected and they may have common concepts. The plant at the lower level has its own local controllers that perform usual control actions and the supervisor is used for more general purposes: to organize the overall plant in order to accomplish various tasks, to help the operator make decisions, to plan strategically the control actions and to detect and analyse failures.

3 Incorporate Diagnosis into Holonic Systems

3.1 Diagnostic structure

Much of the traditional model of diagnosis is applicable to the holonic systems. The difference being in the distribution of the tasks and the concept of heirarhy. In the holonic systems the diagnostic functions will be integral part of the system and each holon will be responsible for supplying its own health information to the appropriate diagnosis holon. Figure 3 present the generic holon structure with diagnostic functions. An self diagnosis may commence from the diagnosis holon which will provide data to the database holon, that negotiate with other holons (schedule, process, configuration and diagnosis) to establish parameters for conducting the self diagnosis.
For example, consider the need for the water pipes holon from figure 2, to test the control valve for flow saturation and to possible leaks along either pipeline section. The diagnosis holon would determine what required for the test (data and method) and request the I/O holon to monitor flow rate and valve positions, subject to any configuration and scheduling requirement of these holons. In this case it is necessary to wait for time windows to conduct test, to open the algorithm for leak fault detection and reconfigure the water valve if it is necessary.

The processing holon conduct tests and returns data to database holon which enable comparison of data collected with the pipeline model and respectively with characteristic flow curve of valve. The diagnosis holon receive the report from processing holon related to the data comparison and he would makes the decision about the pipeline and valve health status. If a failed status is determined then the diagnosis holon would be able to establish possible root causes (e.g. leak pipe or valve sticking or saturation) by reference to the database holon.

The local diagnosis holon send a report to upper level holon (the diagnosis holon from plant management holon). This holon analyses the fault situation and decide the future management strategy (go on or stop hydro group).

3.2 Generic residual generator

The diagnosis holon realises the comparison between real values from the plant and the model values. The residual generator offers the information about possible faults. It is a linear discrete dynamic algorithm acting on the observables with the form:

\[ R(s) = H_y(s)\{Y(s) - H_{TP}(s)U(s)\} \]  

(2)

were \( H_{TP}(s) \) is technological plant transfer function corresponding to command-output canal and \( H_y(s) \) is the FDI controller. We use the PI controller.

For this form of residual generator we propose the implementing structure presented in figure 4.

![Fig.4. FDI Structure](image)

For this structure let the plant is described by (3):

\[ \dot{x} = f(x, x_c, \alpha); \quad y = C^T \cdot x \]  

(3)

where \( x \) is the state vector, \( y \) the measurable output, \( \alpha \) is a fault parameter and is the control command.

The real controller (PI type to ensure the steady state errors equal with zero), is described by:

\[ \dot{x}_c = K_R (\dot{y} - \dot{y}) + K_I (v - y) \]  

(4)

where \( v \) is the set point of the control system.

The control structure for fault detection (fig. 4) includes a plant model described by:

\[ \ddot{x}_m = f(\ddot{x}_m, \dddot{x}_c, \alpha_m); \quad y_m = C^T \cdot x_m \]  

(5)

and the control signal:

\[ \dot{x}_c1 = K_R (\ddot{y} - \ddot{y}_m) + K_I (y - y_m) \]  

(6)

Replacing variables \( \ddot{y} \) and \( \ddot{y}_m \) in (6) we get:

\[ \dot{x}_c = k_{cT} f(\dddot{x}_c, \alpha) - k_{cT} f(\dddot{x}_m, \alpha_m) + k_{cT} (\dddot{x}_c - \dddot{x}_m) \]  

(7)

The FDI control structure, if designed properly, will modify the control signal \( x_c1 \) to obtain

\[ e_{ms} = \lim_{t \to \infty} e_{ms}(t) = 0 \]  

Therefore,

\[ Y_s = Y_{ms} \Rightarrow y - y_m = C^T (\dddot{x}_c - \dddot{x}_m) \]  

(8)

In this case, considering the steady state regime we get:

\[ \lim_{t \to 0} \left[ f(\dddot{x}_c, \alpha) - f(\dddot{x}_m, \dddot{x}_c1, \alpha_m) \right] = 0 \]  

(9)
Using the linear model system (10) of the equations (3) and (5):

\[ \dot{x} = A \cdot x + b \cdot x_c + d \cdot \alpha \]
\[ \dot{x}_m = A \cdot x_m + b \cdot x_c + b \cdot x_{ci} + d \cdot \alpha_m \]

(10)

after a few simple transformation in (10) we get the difference between faulty components real \( \alpha \) and modelled \( \alpha_m \):

\[ \alpha_m; \alpha - \alpha_m = \frac{b}{d} \cdot x_{cs} \]

(11)

From the precedent analysis it results that the steady state values of controller \( 1m \) reflect the difference between actual values of plant parameters and initial values included in plant model. The main problem is to establish the best correspondence between parameter and measured output.

3 Lab Experiment of power plant

3.1 Structure for diagnosis operations

This methodology of fault detection and isolation we intend to apply in the control system of hydro power plant. We consider a hydropower plant structure designed in figure 5, where \( A \) is the equivalent section of upper lake corresponding to water level \( L \) in this lake (water volume of the lake is \( V = A \cdot L \)).

![Fig. 5. Hydro power plant structure](image)

Usual, the control system assures the constant level in the upper reservoir via control valves of turbine water admission. For this structure we consider the following possible additive faults:
- the plant model input (water flow to turbine) is
- the pipeline leaks;
- the level sensor fault.

The FDI structure from the figure 4 will be developed for hydro power plant including the possible faults (see figure 6).

![Fig. 6. FDI Structure](image)

The mathematical model of control system has the form:

\[ L(s) = \frac{K}{1 + T_j s} F_1(s) - \frac{K}{1 + T_j s} F_1(s) + \Delta L_T(s) \]
\[ F_1(s) = \frac{K_C}{1 + T_p s} x_C(s) + \frac{K_L}{1 + T_p s} U_T(s) + \frac{K_D}{1 + T_p s} X_C(s) \]
\[ X_c(s) = -K_c (1 + K_I / s) L(s) \]

(13)

where \( X_c(s) \) is controller output, \( \Delta L_T(s) \) is the transducer fault and \( K_D \) represent the actuator fault.

It is difficult to verify the fault detection algorithm an the real hydro plant because there appears a lot of Security and technological problems. In this case we use the physical Simulator platform from the industrial Process Control laboratory. This hydraulic Platform has the same structure with the diagram of a hydro power plant.

The basic components of the experimental platform are as follows: two reservoirs, electric pump, control valves, plastic tubes with elbows, and sensors for level and flow measurement, electrical components, mechanical components. The kit allows level and flow control and contains individual modules that can be combined in different configurations, using the Matlab Simulink software and Quanser WinCon 5.1 interface for Level control via pump voltage command. On the platform we may realise different types of faults: level sensor faults, pump voltage, pipe leaks etc.

The structure of the FDI and control system
structure is presented in figure 7, where the Two tank Lab equipment and Power interface are equivalent with the process level and control system ad FDI software represent the upper control level organised in the holon structure corresponding to figure 3.

Figure 7. Experimental control structure

The experimental platform has the same structure with the pumped - storage structure and we have developed the following experiments:

- The Mathematical Model of the lab Process:

\[ A_1 \frac{dL_1}{dt} = -CX_1 \sqrt{L_1 - L_2} b + F_p (U, H) - Q_f (I_1 - I_2) \]  (14)

\[ A_2 \frac{dL_2}{dt} = CX_2 \sqrt{L_1 - L_2} + b - F_p (U, H) + Q_f (I_1 - I_2) \]  (25)

where \( L_1 \) and \( L_2 \) are the water levels in upper and lower reservoir, \( F_p \) - sum flow of pumps, \( Q_f \) - frictions loss in pipes and \( X_1 \) is equivalent with control valve signal, and \( H \) - the pump head.

Figure 8. Perturbation response of \( L_2 \) level control system

Fig.9 Fault detection - \( L_2 \) level control system

- Fault detection and identification using dedicated observer’s algorithms (FDI) with the structure presented in figure 6.
- The level control with optimal perturbation response and FDI response (see figure 8 and 9).

4 Conclusion

The paper established a methodology to use the results from a simulation on a laboratory installation to control and fault detection for the hydro power plants.

The research will be extended to also implement modelling algorithms for the mechanical and electrical part of the hydroelectric groups.
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