Abstract: - This paper presents a development of the JADE framework meant to provide ubiquitous and integrated access to applications regardless of the users connecting through conventional, fixed-network computers, mobile, wireless-network devices or even interactive digital television set-top boxes. The presented technology is meant to extend the coverage of virtual communities across the boundaries of the everyday Internet. This possibility is exemplified at the end of this paper with a sample community game.
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1 Introduction
Interactive multi-user internet games have their origins from programs sharing a common heritage known variously as MUGs (Multi-User Games), MUDs (Multi-User Dungeons or Multi-User Dimensions) and MUAs (Multi-User Adventures) [14]. Along with the improvements to computer graphics, audio and real-time processing, multi-user games have also improved in terms of accessibility moving from computers connected through wired networks to small devices (e.g., mobile phones) connected through wireless networks and to digital televisions where user are usually connected integrating television broadcasting with internet connections [5,13].

Moreover, multi-user games took and may take advantage of multi-agent systems technologies [3,7,8,10]. In fact, their intelligent and autonomous behaviour make agents suitable to act as addition virtual users, manage the virtual environment where the game is situated, and act in place of user on the basis of her/his preferences and her/his previous behaviour. Moreover, multi-agent systems may help in the development and execution of a multi-user game on a distributed and heterogeneous networked environment, because agents acting on low power devices can delegate actions to other agents on other devices, agents can move on the network from a device to another devices, remote agents can work for their users when they are disconnected from the network.

This paper presents JADE, a software framework to aid the development of multi-agent applications that has been extended for the realization of multi-user games for users that can also act on mobile devices and digital televisions. The paper is organized as follows. Section 2 describes the JADE agent architecture and its main features. Section 3 shows how agents are specialized for working in mobile environment on devices with limited memory and processing power. Section 4 shows how agents are specialized for working in a interactive digital television application. Section 5 shows an entertainment application that can involve users acting through computers, mobile phones and digital televisions. Finally, section 6 concludes the paper and outline some future work.

2 JADE Software Architecture
JADE (Java Agent DEvelopment framework) is a software framework designed to aid the development of agent applications in compliance with the FIPA specifications for interoperable intelligent multi-agent systems [1]. The purpose of JADE is to simplify development while ensuring standard compliance through a comprehensive set of system services and agents. JADE is an active open source project, and the framework together with documentation and examples can be downloaded from JADE Home Page [11].

JADE is based on a peer-to-peer communication architecture. The intelligence, the initiative, the information, the resources and the control can be fully distributed across mobile terminals as well as computers connected to the fixed network. The environment evolves dynamically together with peers – that in JADE are called agents – that appear and disappear in the system according to the needs and the requirements of the application domain. Communication between the peers, regardless of whether they are running in the wireless or wired network is completely symmetric with each peer being able to play both initiator and responder roles.
JADE is fully developed in Java and is based on the following driving principles:

- **Interoperability** – JADE is compliant with the FIPA specifications [9]. As a consequence, JADE agents can interoperate with other agents, provided that they comply with the same standard.

- **Uniformity and portability** – JADE provides a homogeneous set of APIs that are independent from the underlying network and Java version (edition, configuration, and profile). More in details, the JADE run-time provides the same APIs both for the J2EE, J2SE and J2ME environment. In theory, application developers could decide the Java run-time environment at deploy-time.

- **Ease of use** – The complexity of the middleware is hidden behind a simple and intuitive set of APIs.

- **Pay-as-you-go philosophy** – Programmers do not need to use all the features provided by the middleware. Features that are not used do not require programmers to know anything about them, neither they add a computational overhead.

JADE includes both the libraries (i.e. the Java classes) required to develop application agents and the run-time environment that provides the basic services and that must be active on the device before agents can be executed. Each instance of the JADE run-time is called container (since it “contains” agents). The set of all containers is called platform and it provides a homogeneous layer that hides to agents (and to application developers) the complexity and the diversity of the underlying tires (hardware, operating systems, types of network, JVM). Figure 1 draws the architecture of a JADE agent system deployed on a set of heterogeneous computing nodes.

![The architecture of a JADE agent system.](image)

The JADE run-time memory footprint, in a MIDP1.0 environment, is around 100 KB, but can be further reduced until 50 KB using the ROMizing technique [2], i.e. compiling JADE together with the JVM. JADE is extremely versatile and therefore, not only it fits the constraints of environments with limited resources, but it has already been integrated into complex architectures such as.NET or J2EE [4] where JADE becomes a service to execute multi-party proactive applications. The limited memory footprint allows installing JADE on all mobile phones provided that they are Java-enabled. Analyses and a benchmarks of Scalability and Performance of the JADE Message Transport System are reported by different works [6][15].

From the functional point of view, JADE provides the basic services necessary to distributed peer-to-peer applications in the fixed and mobile environment. JADE allows agents to dynamically discover other agents and to communicate with them according to the peer-to-peer paradigm. From the application point of view, each agent is identified by a unique name and it provides a set of services; it can register and modify its services and/or search for agents providing given services, it can control its life cycle and, finally, it communicates with all other peers.

Agents communicate through the exchange of asynchronous messages, i.e., agents just sends messages to other agents without waiting for an answer, which is a communication model almost universally accepted for distributed and loosely-coupled communications, i.e. between heterogeneous entities that do not know anything about each other. Agents are identified by a name that does not statically include the actual distributed object reference of the agent and therefore there is no temporal dependency between communicating agents. The sender and the receiver could not be available at the same time. The receiver may not even exist (or not yet exist) or it could be not directly known by the sender that can specify a property (e.g. “all agents interested in football”) as an intensional description of destination agents. Because agents identifies each other by their name, hot changes of their object reference are transparent to applications.

Despite this type of communication, security is preserved, because, for applications that require it, JADE provides proper mechanisms to authenticate and verify rights and capabilities assigned to agents. When needed, an application can verify the identity of the sender of a message and prevent any not allowed action. For instance, an agent may be allowed to receive messages from the agent representing its boss, but not to send messages to it. All messages exchanged between agents are transported within an envelope that includes only the information required by the transport layer. This allows, among other things, to encrypt the content of a message separately from the envelope and to guarantee reachability with no loss of security.
The structure of a message complies with the ACL language defined by FIPA [FIPA, 2000] and includes fields, such as variables indicating the context a message refers to and the amount of time that is waited before an answer is received, aimed at supporting complex interactions and multiple parallel conversations.

To further support the implementation of complex conversations, JADE provides a set of skeletons of typical interaction patterns to perform specific tasks, such as negotiations, auctions and task delegation. By using these skeletons (implemented as Java abstract classes), programmers can get rid of the burden of dealing with synchronization issues, timeouts, error conditions and, in general, all those aspects that are not strictly related to the application domain. To facilitate the creation and handling of message contents, JADE provides support for automatically converting back and forth between formats suitable for content exchange, including XML and RDF, and the formats suitable for content manipulation (i.e. Java objects). This facility is integrated with some well known ontology-creation tools, e.g. Protégé, allowing programmers to graphically create the ontology agents should use to validate and provide semantics to messages.

Fig. 2. JADE software development tools.

To increase scalability and to meet the constraints of environments with limited resources, JADE provides the opportunity of executing multiple parallel tasks within the same Java thread. Several elementary tasks, such as communication, can then be combined to form more complex tasks structured as concurrent finite states machines.

JADE supports mobility of code and of execution state. That is, an agent can stop running on a host, migrate on a different remote host (without the need to have the agent code already installed on that host), and restart its execution from the point it was interrupted (actually, JADE implements a form of not-so-weak mobility because the stack and the program counter cannot be saved in Java). This functionality allows, for example, distributing computational load at runtime by moving agents to less loaded machines without any impact on the application.

The platform also includes a naming service (ensuring each agent has a unique name) and a yellow pages service that can be distributed across multiple hosts. Federation graphs can be created in order to define structured domains of agent services. Another very important feature consists in the availability of a rich suite of graphical tools supporting both the debugging and management/monitoring phases of application life cycle. By means of these tools, it is possible to remotely control agents, even if already deployed and running: agent conversations can be emulated, exchanged messages can be sniffed, tasks can be monitored, agent life-cycle can be controlled. Figure 2 presents the GUIs of some JADE software development tools.

3 JADE for the Mobile Environments

As already mentioned, the JADE run-time can be executed on a wide class of devices ranging from servers to cell phones, for the latter the only requirement being Java MIDP1.0 (or higher versions). In order to properly address the memory and processing power limitations of mobile devices and the characteristics of wireless networks (e.g., GPRS and UMTS) in terms of bandwidth, latency, intermittent connectivity and IP addresses variability, and at the same time in order to be efficient when executed on fixed network hosts, JADE can be configured to adapt to the characteristics of the deployment environment. JADE architecture, in facts, is completely modular and, by activating certain modules instead of others, it is possible to meet different requirements in terms of connectivity, memory and processing power.

Fig. 3. Jade architectures for the mobile environment.

More in details, a module called LEAP allows optimizing all communication mechanisms when dealing with devices with limited resources and connected through wireless networks. By activating
this module, a JADE container is “split”, as depicted in figure 3 into a front-end, actually running on the mobile terminal, and a back-end running in the fixed network. A proper architectural element, called mediator, must be already active and is in charge of instantiating and holding the back-ends (that basically are entries in the mediator itself). To face work-load problems it is possible to deploy several mediators each one holding several back-ends. Each front-end is linked to its corresponding back-end by means of a permanent bi-directional connection. It is important to note that there is no difference at all for application developers depending on whether an agent is deployed on a normal container or on the front-end of a split container, since both the available functionality and the APIs to access them are exactly the same. The approach has a number of advantages:

- Part of the functionality of a container is delegated to the back-end, thus making the front-end extremely lightweight in terms of required memory and processing power.
- The back-end masks, to other containers, the actual IP address assigned to the wireless device and, among the others, allows hiding to the rest of the multi-agent system a possible change of IP address.
- The front-end is able to detect a loss of connection with the back-end (for instance due to an out of coverage condition) and re-establish it as soon as possible.
- Both the front-end and the back-end implement a store-and-forward mechanism: messages that cannot be transmitted due to a temporary disconnection are buffered and delivered as soon as the connection is re-established.
- Several information that containers exchange (for instance to retrieve the container where an agent is currently running) are handled only by the back-end. This approach, together with a bit-efficient encoding of communications between the front-end and the back-end, allows optimizing the usage of the wireless link.

4 JADE for DTV Environments

To enable agents for DTV technology based on MHP (Multimedia Home Platform) standard, we developed a framework called MHP-VC, realized starting from the idea to integrate the technology of interactive DTV with the concept of “virtual community”, which we can define as a technology-supported cyberspace, centered upon communication and interaction of participants, resulting in a relationship being built up. With this type of integration, our aim is to offer to the interactive DTV users, a new range of services (such as multiplayer games, on-line auctions, etc.) which are very common if we think to the idea of virtual community related to the Web. In this way, the potentialities of interactive DTV can enormously grow allowing its users to take advantage of a new number of useful applications and moving the concept of interactivity from the simple interaction user-application to a new type based on the cooperation among a wide number of users.

MHP-VC is developed as a multi-agent system which we can split in two main sides: a server and a client side. The server side is set on Web servers in the fixed network and it is deployed using the standard FIPA specifications, while the client side is the more innovative one because, since it is deployed on set-top boxes, it requires to enable FIPA Agents on these types of devices.

4.1 Client Side

The agent container set on the client side must be flexible enough to allow the integration of new services for the virtual community users. For this reason, we think that the best choice is to conceive the client-side of our framework as a MHP interactive application (see figure 4).

![Fig. 4. Client side architecture.](image-url)

In the DVB MHP approach, applications are executed in the context of concrete services or events in a service, and, usually, they do not survive after finishing that context. In order to support services for virtual communities, we need to take into account that MHP-VC systems need to store all the users’ preferences about a particular topic, e.g. the user profile in a community game. So our approach integrates special agents, named User Agents, which has the basic roles to work as an interface between the user (i.e., the viewers of the DVB MHP jargon) and the rest of the system and to store their dynamic preferences.

The User Agent is always active and is responsible of building the user profile, maintaining it when its user is on-line, notify to the system when his related user is active, and, if enabled, to act in behalf of its user, The communication UA-user is
performed by a standard GUI by which the user can manage his profile and the different services. Clearly, on the other side, the communication between the UA and other agents is based on FIPA specifications.

4.2 Server Side
The server side of our framework consists in an agent container set on a standard Web server connected with the clients through the return channel of the set-top boxes (see figure 5).

In order to support services for virtual communities, the server side of the system has to include at least five different types of agents: a SP Agent (Set-top box Proxy Agent), a MP Agent (Mux Proxy Agent), a User Profile Manager, one or more Service Agent and a Directory Facilitator. The SP Agent represents the interface between the server side and client-side devices: this agent receives requests from the User Agent running on users’ set-top box and manages them interacting with other agents.

On the other side, we also provide another proxy agent, called MP Agent, which is responsible to update the state of the application and to notify it to the Multiplexer, in order to update the raw data related to the Xlet embedded in the MPEG-2 stream and, consequently, the state of the interactive application displayed on the user’s TV screen.

Between these two proxy agents we designed a third specific kind of agent, named Service Agent, which is responsible of particular types of service offered by the framework to the virtual community. For example, if we think to a multi-player game, the Service Manager related to this type of service is responsible to manage the state of the game, to find one or more appropriate partners to play, etc.

The User Profile Manager agent is responsible of maintaining the profile of users and information/preferences of the users in relation to the particular types of services offered by the system (i.e. game preferences, skill level, etc.).

Finally, the Directory Facilitator is responsible to inform an agent about the address of the other agents of the system.

5 A Mobile – DTV Application
The idea to play a game in a virtual way with other people connected by a network or, in general, by a technology supporting the real-time interaction between the game participants is very common and diffuse on Internet. With our system we match this idea with the DTV interactive television, allowing the DTV users to play a community game without using any type of computer, but through their DTV device and interacting with other DTV users or with users acting on both traditional computers and mobile devices.

A multi-user game is based on a central Web server on which is set the server-side of the MHP-VC and a set of clients based on computers, mobile devices and DTV. The communication between server and DTV clients is performed by using the return channel of the devices, while the communication between server and computers or mobile devices is a standard IP network communication. To enable the communication of mobile devices, we added another type of agent to the server-side of MHP-VC; this agent is called MPA (Mobile devices Proxy Agents) and represents the interface between the server and the Mobile clients.

To describe quickly the system behaviour, we can consider a simple type of game like “Othello”, which requires two players. When a user wants to play an Othello match versus another user he has fundamentally to complete two steps before starting the match: the service configuration and the choice of the opponent. The service configuration is a task that the user has to perform only the first time she/he uses the application: the user has to insert some information like the game preferences, the skill level, etc. While both computer and mobile device based users directly configure the service on the server (the mobile user through the front-end back-end pair), a DTV user, once the game has been locally configured, takes advantage of her/his User Agent that communicates the service configuration to the server side of the system to update the user profile.
managed by the User Profile Manager agent. Now the user is able to play: when she/he run the game by his set-top box, the User Agent notifies the server-side that his associated user wants to play. At this point the Service Agent related to that game creates a new game instance and the User Profile Manager agent find a possible opponent (the other user has to be “on-line” and has to be a compatible skill level), the user chooses an opponent and then the match can start. The system, e.g., the Service Agent, continuously updates the state of the application in relation to the moves made, one after the other, by the participants until the end of the match. Obviously, in relation to the result, the system updates users’ profiles.

6 Conclusion
In this paper, we presented how JADE, a software framework to aid the development of multi-agent applications, has been extended to support the realization of multi-user computer games whose users can also act on mobile devices and digital televisions.

The first experimentation of the software showed that is quite easy to extends applications to the three kinds of clients (i.e., traditional computers, device phones and digital televisions). It is because the ability of the JADE software to distribute agents of the same application on such kinds of device and the flexibility of the Java and Web technologies to adapt the user interface to a specific devices.

Our future work is related to the experimentation of the software by realizing both more complex multi-user games and other kinds of virtual community services dedicated, for example, to support the collaborative work.
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