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Abstract: - In this work, the strategy for correction of bits using Soft Input Decryption is analyzed. Soft Input 
Decryption is used for correction of cryptographic check values, which are very fragile when they are transmitted over 
noisy channels: only one wrong bit at input of the decryptor causes about 50% of errors at output of the decryptor. Soft 
Input Decryption corrects wrong bits of cryptographic check values in most of cases using combination of SISO 
channel decoding and decrypting. Soft Input Decryption is an iterative process and therefore it is needed to minimize 
duration of  iterations. This paper suggests an algorithm for optimization of Soft Input Decryption, which enables 
restriction of needed time to, theoretically, about 15% of it. Suggested optimization is performed for ECDSA digital 
signatures. 
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1 Introduction    
This This paper studies communication systems 

which use cryptographic mechanisms adding 
cryptographic check values to support data integrity and 
authentication of data origin. 

The idea is to use the soft output (other names are 
reliability values, L-values) of SISO (Soft Input Soft 
Output) channel decoding to correct the input of inverse 
cryptographic mechanisms. The channel code can be 
considered as an inner code and the output of the 
cryptographic mechanism as an outer code (Fig. 1). 
Cryptographic mechanisms are used for the recognition of 
modifications by errors or manipulation. Soft output of 
the channel decoder enables cryptographic mechanisms to 
perform error corrections by Soft Input Decryption [1] – a 
method, which will be explained in this paper.  

 

 
Soft output values are valuable information about 

decoded bits, which are used in today’s most efficient 
decoders: turbo decoders [2]. In this work L-values are 
used in a different way: as an information to the next 
following entity – the decrypting mechanism. 
Concatenation of codes, presented as an outer and inner 
code was already devised by Forney in 1966 [3,4]. In 
literature, it is known as concatenated codes [5], general 
concatenated codes [6] or codes of a superchannel.  

The idea of inversion of the least probable bits (with 
the lowest reliability values) is used in Soft Input 
Decryption. This idea originates from Chase decoding 
algorithms [7] in 1972, which were the generalization of 
the GMD (Generalized Minimum Distance) algorithms 
from 1966 [4]. The similarity of Chase decoding 
algorithms to the method of the Soft Input Decryption, 
which is the subject of this paper, is the use of L-values 
reordered and iteratively tested. The difference is that Soft 
Input Decryption uses two decoders (inner and outer) and 
a non-linear block code.  

Joint source channel coding is also related to this 
paper. The cooperation between the source and channel 
decoder enables a better use of information of both 
decoders and better decoding results [8, 9]. It is based on 
the turbo – principle, and performed as Softbit - Source 
Decoding [10, 11] and Iterative Source – Channel 
decoding [12, 13]. The similarity to Soft Input Decryption 
is the use of iterative information exchange between the 
two elements of the receiver: channel and source decoder, 
in case of joint source channel coding, rsp. channel 
decoder and decryptor in case of Soft Input Decryption 
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Fig. 1 Representation of channel coding and 
cryptographic mechanisms as inner and outer codes 
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2 Soft Input Decryption 
The basic technique which is described and used in 

this work is called Soft Input Decryption (SID). It consists 
of a decryptor which uses soft output of the channel 
decoder as soft input [1].  

The algorithm of Soft Input Decryption (Fig. 2) is as 
follows: 

The decryption is successfully completed, if the 
verification of the cryptographic check value is 
successful, i.e. the output is “true”. If the verification is 
negative, the soft output of the channel decoder is 
analyzed and the bits with the lowest |L|-values are 
flipped (XOR “1”), then the decryptor performs the 
verification process and proves the result of the 
verification again. If the verification is again negative, 
bits with another combination of the lowest |L|-values are 
changed. This iterative process will stop when the 
verification is successful or the needed resources are 
consumed. 

In case that the attempts for correction fail, the 
number of errors is too large as a result of a very noisy 
channel or an attack, so that the resources are not 
sufficient to try enough combinations of flipping bits of 
low |L|-values.  

It may happen that the attempts for correction of SID 
block succeed, but the corrected cryptographic value is 
not equal to the original one: a collision happens. This 
case has an extremely low probability when cryptographic 
check values are chosen under security aspects. Collision 
aspects of cryptographic check values in Soft Input 
Decryption are analyzed in [20].  

Soft Input Decryption is block oriented. The block 
which is taken from sequential input bits to the channel 
encoder and should be corrected by Soft Input Decryption 
after channel decoding is called SID block (Soft Input 
Decryption block).  

 
 

 

3 Strategy of Correction of Bits by 

Soft Input Decryption 
If the first verification after starting Soft Input 

Decryption is not successful, the bit with the lowest |L|-
value of the SID block is flipped, assuming that the wrong 
bits are probably those with the lowest |L|-values. If the 
verification is again not successful, the bit with the second 
lowest |L|-value is changed. The next try will flip the bits 
with the lowest and second lowest |L|-value, then the bit 
with the third lowest |L|-value, etc. The process is limited 
by the number of bits with the lowest |L|-values, which 
should be tested. The strategy follows a representation of 
an increasing binary counter, whereby the lowest bit 
corresponds to the bit with the lowest |L|-value, etc.  
The strategy considers only the sequence of positions of 
increasing |L|-values. Therefore, at the beginning of the 
algorithm the bits of the SID block are sorted increasingly 
according to the |L|-values. To control the strategy a 
matrix C = (ci,j), i = 1, …2Nmax – 1,  j = 1, …, Nmax (Fig. 3) 
is used, where the rows are defined by the numbers from 
1 to 2Nmax – 1 in binary presentation: 
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−
=
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Nmax is the maximum number of bits to be flipped, rsp. 
2Nmax – 1 is the maximum number of trials, if all 
verifications fail. 

The algorithm flips those bits whose |L|-values are in 
positions j of coefficients cij which are marked by “1” in 
Fig. 3. Each row of the matrix describes one trial. Those 
bits are flipped, which are marked by the binary “1” in 
each row. The index j of those coefficients cij indicates the 
positions of the bits to be flipped. These indices j are used 
as indices j in the sorted sequence Pj. Therefore, the 
sequence Pj can be limited to PNmax. At the beginning of 
Soft Input Decryption i is reset to 0.  

 

 

        

 

Fig. 2 Algorithm of the Soft Input Decryption 

          

 

Fig. 3 Control matrix C of the correction strategy 
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4 Improvement of Soft Input 

Decryption Implementation 
The optimized algorithm for verification of digital 

signatures uses intermediate results of previous 
verifications to save time needed for the next verification. 
Intermediate results are used to avoid re-computations, 
i.e. repetition of arithmetical operations.  

Here it is assumed, that verification can be executed 
very fast, if there is only one bit of the input of the 
decryptor changed compared to one of the preceding 
verifications, and intermediate results of the preceding 
verifications are available. Using strategy of bit correction 
schedule which is explained in Chapter 2, a preceding 
verification always exists, which differs only by one bit 
from the actual signature to be verified. So the assumption 
is correct. Digital signatures based on ECC [16] (e.g. 
ECDSA) are suitable for Soft Input Decryption. 
Therefore, the considerations of optimization are focused 
on ECDSA.  

An ECDSA digital signature consists of two parts, r 
and s, and both parts are used separately in the 
verification process. Therefore, a re-computation is 
necessary either for part r or part s, if one bit of the 
signature has been changed. This simple fact results in a 
time saving of around 50 %.  

The main complex arithmetic computation of ECC is 
the scalar multiplication of points, which is implemented 
by (ld |k|) point additions, where |k| is the length of the 
scalar k. Most of the point additions can be reused if one 
bit of k is changed, for example by one correcting point 
addition or point subtraction. For ld |k| = 160 = 7.32, for 
example, the verification would be 7.32 times faster. 
Together with the previous time saving of 50 %, the 
resulted time of verification would be around 15 % of the 
non-optimized verification time. Other ECC variants may 
be suitable, as for example ECKDSA, because it does not 
need the calculation of the inverse element for 
verification. 

 
 

5 Optimization Algorithm 
Two blocks have been added for the optimized Soft 

Input Strategy: “Finding of SID block for comparison” 
and “Decryptor (optimized verification)” (Fig. 4). The 
implementation of a decryptor has been changed in such a 
way that intermediate results have been stored. Soft Input 
Decryption algorithm in Fig. 2 uses verification based on 
one bit difference in comparison to the verification, 
whose results are reused. Because of that, the block 
“Finding of a SID block for comparison” has been added 
to the algorithm of Soft Input Decryption presented in 
Fig. 2. 

The strategy is as follows: Consider matrix C from 
Fig. 3. Assume that i is the index of the ith trial. The row 
Ci indicates with ‘’1’’ the positions of the lowest |L|-
values and therefore the bits which have to be changed. In 
row Ci from right to left, the first bit ‘’1’’ is searched 
from right to left and changed to ‘’0’’. The result is index 
i´ of row Ci’ with i’< i. So, it is guaranteed that the SID 

block from i-th trial has already been verified and 
intermediate results exist 

 
 

 

6   Conclusion 
This paper presents a method for increase of 

efficiency of Soft Input Decryption in case of digital 
signatures based on ECC, as ECDSA digital signatures. 
Using the mathematical background of digital signatures 
verifications, in combination with the binary strategy of 
bit correction by Soft Input Decryption, it is shown how 
the verification process can be reduced to about 15% of 
time needed for Soft Input Decryption without 
optimization. 

The future work should realize the optimization 
method, showing the time optimization results. Also, 
optimization using other cryptographic algorithms should 
be investigated. 
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