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Abstract: In this paper we study the application of bayesian network models to classify multispectral and hyper-
spectral remote sensing images. Different models of bayesian networks as: Naive Bayes, Tree Augmented Naive
Bayes, Forest Augmented Naive Bayes and General Bayesian Networks, are applied in the classification of hyper-
spectral data. In addition, several bayesian multi-net models are applied in the classification of multispectral data.
A comparison of the results obtained with the different classifiers is done.
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1 Introduction

Classification problems (see [7]) occur in a wide range
of situations in real life such as disease diagnosis, im-
age recognition, fault diagnosis, etc.

Probabilistic models, especially those associated
with bayesian networks, are very popular as a formal-
ism for handling uncertainty. The increasing number
of applications developed these last years show that
this formalism has practical value also.

In this paper we apply different models of
bayesian networks to the classification of remote sens-
ing images, considering multispectral and hyperspec-
tral data sets. In the multispectral image the number of
spectral bands for each pixel is less than 20, otherwise
the image is called hyperspectral.

The paper is organized as follows. Section 2
introduces the bayesian networks and the bayesian
networks as classifiers. Seven models of bayesian
networks are introduced: General Bayesian Network
(GBN), Naive Bayes (NB), Tree Augmented Naive
Bayes (TAN), Forest Augmented Naive Bayes (FAN),
GBN bayesian multinet, TAN bayesian multinet and
the TAN-Based BCM multinet (tBCM). Section 3
presents the application of the above models to the
classification of remote sensing images. In section 4
some conclusions are given.

2 Bayesian Networks
A Bayesian Network (BN) (see [1] for further details)
over X = (X1, . . . , Xn) is a pair (D, P ), where D is
a directed acyclic graph with one node for each vari-
able in X and P = {p1(x1|π1), . . ., pn(xn|πn)} is a
set of n conditional probability distributions, one for
each variable, given the values of the variables on its
parent set Πi (CP table). Each node in D represents a
domain variable (eg, a dataset attribute) and each arc
in D represents a probabilistic dependence between
two variables quantified using the above CP table.

Here xi and πi denote realizations (instantiations)
of Xi and Πi, respectively. The joint probability dis-
tribution (JPD) of X can then be written as

p(x1, x2, . . . , xn) =
n∏

i=1

pi(xi|πi). (1)

2.1 Bayesian Network Classifiers
The application of bayesian network models to clas-
sification involves two sub-tasks: Learning the BN
structure (the graphical structure D) and the BN pa-
rameters (CP table). It is trivial to learn the parameters
for a given structure, simply use the empirical condi-
tional frequencies from the data (see [5]). Construct-
ing the BN structure can be performed using expert
knowledge or directly from the data. There are differ-
ent methods of learning a BN structure, as the score-
based methods (see [5]) and the methods that learn the
structure by identifying the conditional independence
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relation-ships among the nodes (CI-based methods).
The score-based methods comprise a search proce-
dure to find a network structure and a score is em-
ployed to evaluate each structure in the search space.
The K2 algorithm, introduced in [5], is a search algo-
rithm for finding a high quality bayesian network in a
reasonable time. An example of CI-based method is
the algorithm described in Cheng et al. [2]. Cheng et
al. in [3] show that the CI-based learning algorithms
are very efficient and the learned BN classifiers can
give very good prediction accuracy.

Next we describe different models of bayesian
network classifiers:

General Bayesian Network (GBN) A GBN with
JPD p(A1, A2, . . . , An, C), can be constructed to
solve a classification problem (see Figure 1). The
variables A = (A1, . . . , An) are the attributes of
the problem and C is the class variable having
k different states. The resulting model (1) can
be used to classify a given set of attribute val-
ues a = (a1, . . . , an) ( see [8]). The vector a
belongs to class c ∈ C that maximizes the poste-
rior probability p(c|a). The structure of the GBN
can be learned using a score-based method as the
K2 algorithm (see [5]) or a CI based method as
the algorithm introduced in [2]. In this paper, we
use the K2 search algorithm.

Naive Bayes (NB) A Naive Bayes is a simple struc-
ture of bayesian network with the classification
node C as parent node of all other nodes. Not
other connections are allowed in this type of net-
works (see [8]).

Tree Augmented Naive Bayes (TAN) The very
strong assumption of independence of all the
attributes given its parents set in the Naive
Bayes, not always realistic, is relaxed in this
type of network. The TAN algorithm constructs
a tree structure between the attribute nodes and
after that adds a link from the classification
node C to the attribute nodes Ai, i = 1, . . . , n
(see [8]). This model is based in the algorithm
described by Chow et al. in [4], for learning
tree-like bayesian networks.

Forest Augmented Naive Bayes (FAN) This classi-
fier is very similar to the TAN one. In the FAN
algorithm instead of a tree in the attribute space a
set of disconnected trees is considered (see [14]).

GBN Bayesian Multi-net A GBN bayesian multi-
net is a generalization of the GBN, a different
GBN is built for each class and a collection of
networks is used as a classifier (see Figure 2).

For that, we partition the training data set by
classes and for each class value we construct a
GBN for the attribute variables.

TAN Bayesian Multi-net The TAN model forces the
relations among attributes to be the same for all
the different instances of the class variable C. A
bayesian TAN multi-net is a generalization of the
TAN, a different TAN is built for each class and a
collection of networks is used as a classifier (see
[8], [6]). This model allows the relations among
the attributes to be different for the different val-
ues of the class. For that, we partition the train-
ing data set by classes and for each class value
we construct a TAN for the attribute variables.

TAN-Based BCM Multinet (tBCM) The tBCM is a
multinet classifier that learns each local net-
work based on a detection-rejection measure (see
[9]). The method searches for the structure
maximizing a discrimination-driven score that is
computed using training patterns of all classes.
This model uses the SuperParent algorithm (see
Keogh et al. in [10]) to learn each local network,
a TAN model having only augmented edges that
increase the classifier accuracy. In Gurwicz et
al.[9] the average superiority of the tBCM model
in comparison with other classifiers, as the TAN
multinet, is shown.

A1

A2 A3

C

Figure 1: Example of General Bayesian Network
(GBN). C is the class variable and A1, A2, A3 are the
attribute variables.

C=c1

A2 A3

A1

C=c2

A2 A3

A1

Figure 2: Example of Bayesian Multi-net. C is the
class variable that takes two values c1 and c2, and
A1, A2, A3 are the attribute variables.

In the next section the above models of bayesian
network classifiers are applied to the classification of
remote sensing images.
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3 Remote Sensing Image Classifica-
tion

The models of bayesian networks introduced in Sec-
tion 2 can be applied to classify remote sensing spec-
tral images. For the implementation of the proposed
models, we use the Bayes Net toolbox in matlab (see
[12]) and the Leray’s additional Structure Learning
Package (see [11]).

A remote sensing spectral image consist of an
array of multidimensional vectors assigned to par-
ticular spatial regions (pixel locations), reflecting
the response of a spectral sensor at various wave-
lengths. Formally these images can be described
as a matrix V ≡ (v11(x1, y1), . . . ,vnm(xn, ym))
where vij(xi, yj) ∈ Rl, i = 1, . . . , n, j = 1, . . . , m
is the vector of spectral information associated with
pixel location (xi, yj) and the vector components
vijk(xi, yj), k = 1, . . . , l reflects the responses of a
spectral sensor at various wavelengths.

In this application all variables (class variable and
attributes of the problem) are assumed to be discrete,
that is, each variable has a finite set of possible values.

3.1 An Example of Multispectral Data Set
Analysis

In the present contribution we consider a LANDSAT
TM image from Sierra de Gredos (Spain). This im-
age has been taken from the GIS IDRISI 32 tutorial.
LANDSAT TM satellite-based sensors produce im-
ages of the Earth in different spectral bands. In this
work six bands (bands 1-5 and band 7) are strategi-
cally determined for optimal detection and discrim-
ination of water, soil and four different forest type,
these are the class values for the classification prob-
lem. Band 6 is often dropped from analysis because
of the lower spatial resolution. The spectral informa-
tion, associated with each pixel of a LANDSAT scene
is represented by a vector v(x, y) ∈ R6, these vectors
are the attribute values of the problem.

The GBN, NB and TAN models, have been pre-
viously applied by the authors, to the analysis of a
multispectral data (see [15]). A GBN multinet model
also has been previously applied to this problem (see
Ouyang et al. in [13]). In this paper, we applied
the GBN multinet, TAN multinet and the TAN-Based
BCM multinet models to the classification of multi-
spectral remote sensing images.

The dataset was randomly divided in a training
and a test datasets. The above is a classification prob-
lem with six attributes and six class values. We ap-
ply the different models of bayesian multi-net classi-
fiers to the above classification problem, the training
and test accuracy obtained are shown in Table 1. The

comparison shows only slight differences between the
three bayesian multi-net models. All of them obtain
almost 90% of test accuracy with a slight advantage
of the TAN and tBCM multi-nets.

Table 1: Training and test accuracy obtained with each
classifier in Section 3.1

Classifier Training Test

TAN Multi-net 90% 89%

GBN Multi-net 89% 88%

tBCM Multi-net 91% 90%

3.2 An Example of Hyperspectral Data Set
Analysis

For some years, the above application has been lim-
ited to data of low dimensionality, less than 10 bands
(multispectral data). Recent advances in sensor tech-
nology makes possible to work with several hundred
bands (hyperspectral data). In this paper, we do the
novel application of the NB, GBN, FAN and TAN
models in the classification of hyperspectral data. The
hyperspectral data used in our experiments is a sec-
tion of a scene taken over northwest Indiana’s Pines
by the AVIRIS sensor in 1992. It can be downloaded
from ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/. Al-
though the AVIRIS sensor collects 224 bands of data,
four of these bands contains only zeros and are dis-
carded. The initial 220 bands are reduced to 200 by
removing bands covering the region of water absorp-
tion: [104 − 108], [150 − 163], 220. In this work 200
bands are determined for optimal detection and dis-
crimination of 9 different classes: Corn-no till, Corn-
min till, Grass/Pasture, Grass/Trees, Hay-windrowed,
Soybean-no till, Soybean-min till, Soybean-clean till
and Woods. From the initial 16 land-cover classes,
seven were discarded, since only few training samples
were available for them. The above is a classification
problem with 200 attributes and 9 class values.

We analyze the effectiveness of bayesian net-
works in classifying hyperspectral images directly in
the original hyperdimensional feature space. The
dataset was randomly divided in a training and a test
datasets. We apply the different models of bayesian
network classifiers (NB, TAN, FAN and GBN) to the
above classification problem, the training and test ac-
curacy obtained are shown in Table 2. The above
problem also has been analyzed using 10-fold cross-
validation, the results obtained are very similar to
that ones on Table 2 (NB Test Accuracy: 63% ±
(1.17), TAN Test Accuracy: 85% ± (1.36), FAN
Test Accuracy: 86% ± (0.86), GBN Test Accuracy:
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86% ± (1.31)). In Table 2 the superiority of the
FAN, TAN and GBN bayesian network models, for
the case of study, is shown. The comparison shows
only slight differences between the FAN, TAN and
GBN bayesian network models. All of them obtain
almost 86% of test accuracy with a slight advantage
of the FAN and GBN models.

Table 2: Training and test accuracy obtained with each
classifier in Section 3.2

Classifier Training Test

NB 64% 62%

TAN 93% 84%

FAN 93% 86%

GBN 89% 86%

4 Conclusion
Bayesian networks appear as powerful tools in hy-
perspectral remote sensing image classification. Dif-
ferent models of bayesian networks as: Naive Bayes
(NB), Tree Augmented Naive Bayes (TAN), For-
est Augmented Naive Bayes (FAN) and General
Bayesian Networks (GBN), have been applied in the
classification of an hyperspectral image. In addi-
tion, several bayesian multi-net models: TAN multi-
net, GBN multi-net and the model developed by Gur-
wicz and Lerner, TAN-Based Class-Matched multi-
net (tBCM) are applied in the classification of mul-
tispectral data. Feature selection is an important task
in remote sensing data processing, particularly in case
of hyperspectral images. Actually, we are studying the
application of bayesian network models to the classi-
fication of hyperspectral data, combined with a band
selection method to reduce the dimensionality of the
feature space
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