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Control chart pattern recognition using semi-super vised lear ning
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Abstract: -This paper presents a semi-supervised learning algorithm for a control chart pattern recognition systen
A learning neural network is trained with labeled control chart patterns based on unsupervised learning. We the
use the classification method based on a statistical correlation coefficient approach to test patterns. We find th:
the proposed semi-supervised learning algorithm is effective according to numerical comparisons.
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1 Introduction [10], [11], [13], [14], [16]). Although the supervised

There are growing interests by researchers in contro€ural learning techniques give good recognition
chart pattern recognition. Although Shewhart control@ccuracy, they have limitations because these
charts [15] are the most popular charts that werdé€chniques are lack of adaptweness without retraining
widely used in industry to detect abnormal process?nd suffer a slow leaming process (see [1]). Thus,
behaviors, these control charts do not provideAl-Ghanim [1] first presented an unsupervised
pattern-related information because they focus onlyl€@ming neural network on control charts based on
on the latest plotted data points. In general, there aréRT networks by feedlng some q|ﬁerent kinds of
six unnatural patterns in control chamtpward trend, unnatural patterns with different disturbance levels,
downward trend, upward shift, downward shift, cycle for examples, different shift quantity of shift pattern,
and systematic (see [8]). These patterns present tndfferent slope values of trend pattern, etc. I—!owever,_lt
long-term behavior of a process. To examine thiscould only det_ect unnatural pattern behawo_r. But it
long-term trend in the process over time, control chartcould notidentify what an unnatural pattern will occur.
pattern recognition has the capability to deteCtThIS'IS because unsupervised learning could not label
unnatural patterns. Since neural networks have beeH€ final output neurons to what an unnatural pattern
successfully used to achieve human-like performancd€longs.

in speech and image recognition, they have been _ _ _
widely applied in varieties of pattern recognition. In Although to monitor an out-of-control signal in
recent years, one branch of researches in control chaft-Par chart and to detect irregular unnatural patterns

pattern recognition using the neural network approact'€ important in production process, to identify
gets big growing. unnatural patterns can help us to improve the process.

Labeling a pattern to the output neurons is hecessary.

Neural networks are generally classified into two [N this paper, we present a semi-supervised learming
categories: supervised and unsupervised. Supervisefgorithm for a control chart pattern recognition
learning uses a “teacher” in learning stages to guid&ystem. A learning neural network is trained with
what behavior will response for certain impulse. labeled control chart patterns based on an
Back-propagation and learning vector quantizaﬂonunsuperwsed Iearnlng_. In this case, we can retain the
are supervised. The unsupervised learning is to lear§SS€nce of unsupervised learning scheme, but also
and update one or more weights that have mordabel the output neurons to a certain unnatural pattern.
similarity to input data. The self-organizing feature According to numerical comparisons, the proposed

map and adaptive resonance theory (ART) networks$emi-supervised learning algorithm is effective for
are known to be this type. control chart pattern recognition.

The supervised neural networks had been widely2 ~ A semi-supervised learning
used for control chart pattern recognition (see [3], [6], algorithm
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In recent years, there are many studies aboutiagply control chart pattern in the training stage.

neural learning networks to control chart pattern

recognition. Most of them use various kinds of To label all trained prototypes we should have
supervised learning networks to generate prototypesabeled training samples for each pattern. These
for patterns where these prototypes are presented f training data sets can be provided by experiences o
identifying control charts. But the optimal amowft  simulation. Here we have six different unnatural
prototypes for each pattern is difficult to be died. patterns named as upward shift, downward shift,
On the other hand, some unsupervised competitivaipward trend (or increasing trend), downward trend
learning networks with applications to pattern (or decreasing trend), cycle and systematic pattern
recognition usually need to give a priori number of All of them can be divided into normal and
output neurons. The purpose in a learning (oritmgn  disturbance parts. In general, we normalize aladat

stage is to update winner neuron weights to achieve points of control chart so that the pattex(t) can

stability. To stabilize the network, a common fyoy 4 standard normal distribution in a regular

approach is to set up a leaming rate so thatliWays gjyation. The pattern sample generators are dbéine
decreasing in time. But these learning rules uguall ¢ows:

suffer from a stability and plasticity dilemma plein (@) Upward and downward shift patterns
[9]. ART neural networks were proposed to solvs thi x(t) = n(t) +uxd

stability and plasticity dilemma (see [3], [4]) ahave
good results in clustering. Although it presentpad
learning mechanism, unsupervised learning, such as
ART, makes the network not suitable for controlrtha
pattern recognition. This is because an unsupetvise
learning network cannot label the output neurons. | ] ) ]
control chart pattern recognition, it is necessary whered is the shift quantity randomly taken from 1 to
label output neuron weights so that we can clearly2-> for upward shift and from -1 to -2.5 for
indicate what kind of abnormal control chart patter ~downward shift.

presented. We therefore propose this semi-supervise(P) Upward and downward trend patterns

learning algorithm. The idea is that we use the X(t) =n(t) £ d xt 3)
unsupervised competitive learning rules, but the

labeled data are used for learning (or traininjsTs  whered is the trend slope randomly selected from
why we call it a semi-supervised learning algorithm 0.05 to 0.12 for upward trend and from -0.05 td.20.
We need to point out that our semi-supervisedfor downward trend.

learning method is different from those partially (c) Cyclic pattern

supervised [2], [12] or semi-supervised [7] cluistgr 27t

where both of labeled and unlabeled data are used i  X(t) =n(t) +d xsin(—) (4)
the clustering algorithms. Q

(2)

0 before shifting
1 after shifting,

whered is the amplitude randomly selected from 0.5

The proposed method is based on the statisticalo 2.5 andQ is the cycle length taken &2 =8 here.
correlation coefficient as a similarity measure. We
mention that the statistical correlation coeffitiaras  (d) Systematic pattern
used on control chart pattern recognition with good () = n(t) + (-1)' xd (5)
results by Yang and Yang [17] where it was used in
the identifying (or classification) stage by the
following equation:

where d is the amplitude randomly selected
from 0.5 to 2.5.

l — —

P D Y B i) @) Similar to ART, we do not fix the number of
Jiz<x-§<)2Jiz<M-?)z ITEIRIVES prototypes. Using a threshold value named
n-1’ n-1’ oy G ” .

vigilance parameter” to determine whether the

The higher correlation coefficient between two Similarity is enough or not. If the correlation
pattern vectors shows higher similarity. However, CO€fficient reaches the vigilance parameter, we
Yang and Yang [17] simply use the sample average aen update the weights. On the contrary, a new
an only prototype for each control chart patterthim ~ neuron will be activated. The vigilance parameter
training stage. Here, we use a semi-supervisedn this stage, calledh, needs to be determined
learning to find more prototypes for presentingleac pefore training. In the traditional competitive

r=
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learning network, there is only one winner neuron steps 2 and 3 until all pattern prototypes are

to update its weight, called winner-take-all. But

generated.

such approach easily causes one neuron to win too

often and others not to have an opportunity tanlekhr
the degree of similarity between input data andoeu

weight is greater that, , all neuron weights are
allowed to be updated as follows:

W () =W(t=D)+A (9(X-W(EtD) (6

whereX; is the input data at time t amt(t) is the
learning rate for the neurop that is decreasing
monotonically. The meaning of (6) is that the neuro
weight will be updated to be closer to the inpuiada
but maintain in the original status for the othdrse
learning rate is defined for all neurons as follows

1

A ()= o @)

i

wheret is update times for the neurgnThus, the

We know that supervised learning always
penalizes the winner neuron weights if they have
incorrect output labels, but rewards the winneroeu
weights when they have correct output labels
according to the input labeled training data. Altglo
the proposed algorithm uses labeled input training
data, the unsupervised learning equation (6) id tse
update the neuron weights so that we called it a
semi-supervised learning. All of control chart pats
are learned to have several different numbers of
prototypes for presenting each control chart patter

3 Experimental results and comparisons

The pattern lengtm is also an argument for such
prototype generating technique and it is always
depending on different classification approaches. W
adopt heran=30 andh;=0.5 where similar discussion

proposed learning algorithm can be created asyas in Yang and Yang [17]. We tak&=300 of the

follows:

The Semi-supervised learning algorithm
Step 1 : Choose the threshdid, the pattern length
and the pattern training sample numNer
Step 2 : Select a pattern sample generator from (2)
(5). Generatd pattern vectorX,, Xo,...,Xy
with a pattern length and different
disturbance levdl for each pattern.

Step 3: SeW, (1) = X,, c=1,t,=1 and;=0, for
j=2,3,...N
DOt =2 toN

InputX;and set =0

DOj=1toc
Evaluate the correlation coefﬁciem
betweenX; and the neuron weight
W, (t-21

IF y, >h THEN t=t+1

W () =W, (£-D)+ (X, =W, (¢ -).

J

=1+1
ELSEW, (1) =W, (t-1)
END DO
IF 1=0 THEN c=c+1 andW,(t) = X,
END DO

Step 4 : Output all activated neuron weighits and

regard them as the prototypes representing
this current pattern.

training samples for each pattern. The proposed
semi-supervised learning algorithm in this paperda
major improvement, especially in the cases that the
training data were collected by experiences. Ingran
and Yang [17], they only condense all samples ofiea
pattern to one prototype by taking its average.
However, there are maybe one or more different
clusters between these samples. In that casbettisr

to have more prototypes as representatives for the
pattern. Table 1 shows the different number of
activated neurons with differert; after a training
algorithm is finished. It is clearly that largbr will
activate more neurons.

Table 1. Nubmer of activated neurons

us.| d.s| ut| d.tf cyq. sys.
h =03 1 1 3 3 2 4
h=04] 2 2 4 4 5 5
h, =05 6 4 | 10| 8 9 9
h=06[12] 9] 22 19) 15| 11

We combined all trained neuron weights as
prototypes for testing and all the weights havenbee
labeled because each pattern is training indivigual
It is also necessary to use equations (2) ~ (5) to
generate samples for the testing stages. A threégipl
is created for qualifying the winner whether it ofas
enough or not. If the similarity measure is smaller

Step 5 : Change another pattern generator andtrepeathan h,, the winner is not similar enough. We will
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