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Abstract:- This work presents the use of statistical techniques for data analysis and processing for its use in the 
resolution of the most common problems of greater importance in the development of virtual sensors using 
artificial neural networks. The potentialities of use of such statistical techniques are studied and an example of an 
industrial process application appears. 
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1 Introduction 
Artificial intelligence [1, 2, 8, 9, 19, 44] is one of 
the scientific areas with greater diffusion and 
application in the last years. Every day is more 
common to find industrial, commercial or academic 
tools that involve the use of intelligent techniques 
in the resolution of critical and recurrent problems. 
The neural networks [9, 19, 22, 30] could be 
considered as one of the most spread and used 
artificial intelligence techniques due to their 
simplicity, implantation facilities and design 
characteristics.  
Virtual sensors are a virtual instrumentation area 
whose main objective is to generate estimations of 
important variables using the information about 
past values of the variable or other process 
variables measurements that are related to the one 
desired to be predicted. Neural networks have been 
one of the most used intelligent tool for designing 
and developing Virtual Sensors due to them 
accurate, modelling and Identification capabilities 
and easy for implantation [37].  
The neural networks use; greater every day in 
different human knowledge areas, has created 
additional requirements and necessities of data 
processing in training systems. Users are interested, 
among other things, in having tools that allow them 
to filter and depurate the input data, to select the 
most relevant variables and training patterns and to 
complete missing values.  
On the other hand, the statistical data analysis 
techniques [3, 13, 28, 29, 31, 32] have been applied 
to an increasing number of knowledge areas in 
recent years. They are particularly appropriate for 
the study of great data volumes in which it is 

impossible, due to its size, to observe structural 
immediately characteristic.  
This work treats on the use of such techniques in 
order to solve the main problems found in artificial 
neural networks training systems and is structured 
as follows: Section 2 presents the suggested 
techniques for the input variables and patterns 
selection to neural networks. Section 3 contains the 
techniques for atypical values detection. Section 4 
treats on virtual sensors and neural networks. 
Section 5 presents by means of an example the data 
analyses techniques evaluation and finally, section 
6 contains the pertinent conclusions and 
recommendations. 
 
2 Variables and Patterns Selection 
In this section several techniques appear for 
diminishing the number of input variables to Neural 
Networks training systems. First, they are selected 
according to their prediction capacity for the output 
variables (Elementary Analysis). Then, linear 
combinations are made in order to obtain new 
variables that try to summarize the information 
provided by the original ones (Principal 
Components Analysis). Additionally, strategies for 
making data partitions in training and validation 
sets are depicted: the Simple Random Sampling and 
the Stratified Random Sampling, which provide the 
partition size and indicate how the patrons must be 
selected.  
 
2.1 Elementary analysis  
The Elementary Analysis is an statistical technique 
that selects the input variables according to its 
capacity for explaining the output variables. It 
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obtains an “improvement” measurement when 
incorporating variables and then it takes decisions 
on the best set determined for a particular size. It 
was proposed originally by Newton and Spurrell 
[33]; Hintze [21] presents a generalization of the 
technique for the multivariate case in which the 
relation is given between a set of outputs variables 
and another set of inputs. It uses the Wilk Criterion 
[43] for calculating the measures that are used for 
obtaining the conclusions.  
 
2.2 Principal Components Analysis for 
reduction of Variables Number 
The Principal Components Analysis [3, 23, 25, 35] 
is one of the Statistical Multivariate Analysis 
classic techniques. It is used with no need of 
distributional assumptions for describing a data set 
from certain geometric and algebraic optimized 
criteria [24, 26, 27, 28]. Next, it is presented the 
main criteria that have been established for 
reducing the data dimensionality using Principal 
Component.  
 
Selection Strategies using Principal Components 
Next, the criteria for the components selection in 
the data dimensionality reduction that could be 
useful for the construction of Neural Networks are 
presented: 
• Eigenvalues must be greater than certain 

established value 
• Proportion of Explained Variance by the 

Components must be greater than certain 
established value 

• Component whose Eigenvalues are highly 
correlated with the output variables  

• Elementary Analysis 
• Combined Strategy of high Eigenvalues and 

more correlated low ones [11]. 
 

2.3 Patterns Selection  
A commonly used procedure by neural networks 
users consists of splitting the data in two excluding 
sets, one for training and another one for validation. 
Usually there become empirical partitions as for 
example 70-30 (70% for training and 30% for 
validation). The accomplishment of these partitions 
has evident limitations: I. They do not take into 
account the dispersion of input data (variables with 
high dispersion require more data for training), II. 
They do not take into account the 
multidimensionality of the data (different 
dispersions can suggest different partitions), III. 
The partitions can produce bad generalization in the 

neural network if the patterns are not selected 
suitably.  
In this section two useful techniques are depicted 
that will help to select the partition size by means of 
a well stated statistical criterion and additionally 
will make the selection of training and validation 
patterns: Simple Random Sampling and Stratified 
Random Sampling [7, 34].  
When a neural networks user has a set of N patterns 
and wishes to make a partition in en  training and 

vn  validation patterns ( Nnn ve =+ ), he can 

randomly select one of the )!(!
!

ee nNn
N

− possible 

training sets, such selection is known as Simple 
Random Sampling [7]. This sampling is going to 
provide the partition size (en  or vn ) and will 

indicate which patterns must be including in each 
one of the partitions, according to randomness and 
representativeness.  
The patterns selection is made one by one: They are 
enumerated from 1 to N, a series of  en  random 

numbers is extracted (if the training patterns are 
going to be selected) in such a way that in each 
successive extraction the same opportunity of 
selection to all patterns that have not yet been 
selected is granted. The selection of the number of 
patterns to be included in each partition must be 
related somehow to the error that has been allowed. 
From the statistical point of view, the partition size 
or “sample size” is related to the Maximum 
permissible error (r ) and the probability of 
committing this error (α ). This allows obtaining 

en  or vn  as a function of the error and of certain 

parameters considered through the available data. 
Since generally it is used more data for training 
than for validation, the size of the partition (n ) that 
is going to be obtained will be en if it happens that 

Nn %50> , in another case it will be vn . 

Let’s suppose now that between the data set it is 
available a classification variable that split the N  
training data in sub-groups of LNNN ,...,, 21  units, 
that are not overlapped and that as a whole includes 
the totality, this is:  

NNNN L =+++ ...21  
Each sub-group will be denominated “cluster”. The 
Stratified Random Sampling is the procedure which 
makes an independent Simple Random Sampling 
within each cluster. This sampling technique 
provides greater representativeness in the partition 
in relation to the Simple Random Sampling when 
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there is knowledge about the clusters, when there 
are noticeable differences of sizes in them or when 
their variabilities differ. A refinement of this 
procedure is the Stratified Principal Component 
Analysis [11]. 
 

3 Atypical values detection 
Even in the data collected with greater care, some 
times observations can appear that seemed not to 
belong to the set. There are two concepts related to 
this problem: I. The Spurious Observations, 
Suspicious, Aberrant, Atypical or just “Outliers”, 
are those that in opinion of the investigator seem 
not to belong to the original set of data. II. 
Discordant Observations are Outliers that after 
being put into the discordance Statistical test [38, 
39, 41] were not free from all suspicion with 
security (1-α) [17, 18].  
 
3.1  Multivariate Outliers Detection using 

Box-and-Whisker Plots 
Univariate or marginal data, obtained of each 
multivariate data component, can be useful in the 
Outliers detection. Some reasons are [6]: I. has an 
appropriate geometric idea of the univariate 
Outliers: those observations that are suspiciously 
moved away from the original data set, located in 
the extremes, II. It is possible that there exist 
detected multivariate Outliers in some particular 
components (variable), like severe measurement 
errors in some of the observed variables. 
Additionally, the univariate techniques for Outliers 
detection can be applied to a function of the 
observed variables, like a linear combination 
provided by Principal Components [20] and then 
the Multivariate Outliers can be detected.  
One of the most popular graphical techniques for 
the exploratory data analysis is the Box-And-
Whisker  Plot [43] that allows, among other things, 
to detect those suspiciously remote observations of 
the data.  
Tukey [42] have introduced the construction of the 
Box-and-Whisker Plot as a simultaneously form for 
observing 5 statistics from the data set: median, 
lower and upper quartile, minimum and maximum. 
It defines as step the value of 1,5 times the 
interquartile rank and indicates that values outside 
the quartiles. Near under a step are considered 
“Adjacent”, those that are between one and two 
steps are considered “Outliers” and beyond two 
steps are considered as “Far Outliers”.  

3.2 Identification using Fourier Series type 
functions  

Geometrically it is only possible to represent points 
in two or three dimensions spaces and point’s three-
dimensional representation in paper is difficult to 
elaborate and to understand. Andrews [4] have 
proposed a graphical method for projecting k-
dimensional points in a bi-space based on the 
univariate functions representation.  Let  
X=(x1,x2,...,xk)’ a k-dimensional vector of 
quantitative variables and defining the function:  

...)2()2()()()( 543212
1 +++++= tCosxtSenxtCosxtSenxxtf X

The function fX(t) is plotted in [−π,  π] and a set of 
n points will appear by means of n different curved. 
Andrews [4] have presented an example in which it 
is demonstrated the utility of this graphical 
representation for forming groups and 
Gnanadesikan [14, 15] proposes an adaptation of 
the plot for studying the configuration and 
distributional aspects of the multivariate data when 
n is big. The general concept is as follows: It is 
selected a set of p values of t in [−π, π], that is 
{t0,t1,t2,...,tp-1} , better if they are equally spaced, 
and for each ti it is located the median, percentage 
points and particular values of fXi(tj) 
(Gnanadesikan [15] uses p =100).  
In relation to the percentage points selection there is 
much freedom on the matter. Gnanadesikan [15, 16] 
suggests the use of 10%, 5% and 1% or probability 
equally spaced in 12½%, 6¼% and 31/8%; also it is 
possible to use points moved away between one and 
two steps of first and third quartile like in the Box-
and-Whisker Plots. The lower and upper limits that 
are more moved away from the Median are used for 
detecting Outliers. Gnanadesikan additionally 
suggests to identify Outliers in the Quartile Contour 
Plot if their curves f are move away (superior or 
inferiorly) from the limits for a proportion w of ti’s 
values (for example more than 50%). Naturally, 
while in more ti’s it is determined an observation as 
Outlier, it would be more sure that it certainly is an 
Outlier.  
As it is indicated by Barnett and  Lewis [5], the 
Andrews plot [6] and the Gnanadesikan 
modification [15, 16] they are techniques useful for 
detecting Outliers simultaneously, being able to be 
used even with transformed variables (for example, 
using Principal Component, logarithms, etc). In the 
curves, the presences of Clusters or Outliers are 
evidenced by means of those far from the others 
avoiding the Masking Effect (when an Outlier is 
hidden in another observation near it). Other uses of 
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these graphs have been proposed by Andrews [4] 
and Gnanadesikan [16], as control of 
multicolinearity or normality assumption.  
 

4 Virtual Sensors and neural 
networks 
Virtual sensors constitute an area of virtual 
instrumentation, whose principal mission is to 
perform indirect measurements of process 
important variables using historical data of the 
desired variable and some other variable that affects 
its performance [37]. Some authors have defined 
virtual sensors as: “… the numerical prediction or 
estimation of a desired system state given other 
related physical signals such that the output of the 
virtual sensor estimates the true state in real time, 
on-line in an open-loop configuration”[12]. 
Virtual sensors are some times designed for 
working in parallel with a physical sensor in order 
to evaluate its performance, but they can be used 
also for having on-line estimation of the desired 
measurement.  
Virtual sensors are widely used because they are 
computer programs that can be change or updated 
when it is necessary. Virtual sensors can be 
designed using neural networks in order to learn the 
laboratory tests results or the signals given by a 
physical sensor (Figure 1). 
During the last years, neural networks-based virtual 
sensors [5, 10, 12] have been widely used in 
industrial environments because of it potentiality 
for identifying complex nonlinear dynamical 
systems and for having appropriate results in 
different situations.  
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Figure 1. Virtual sensor using the Laboratory test or 

Physical sensor results 

5 Data analysis techniques evaluation 
for virtual sensors using neural 
networks 
In this section it is presented an industrial 
application example for the evaluation of the 

techniques presented in sections 2 and 3. In order to 
make the performance test, several neural networks 
were trained considering different data sets 
obtained using the techniques presented in the 
previous sections. It was designed a virtual analyzer 
for estimating the quality of a Houk type gasoline 
obtained in a catalytic cracking unit [36, 37].  
The refinement process is very complex and is 
divided in sections or units. In the catalytic cracking 
unit of a refinery plant there are measured more than 
180 chemical and physical variables. In this unit it is 
obtained different products from the crude as: 
alcohols, gas oils, gases, different kinds of gasoline, 
etc. The mission of this unit is to break the carbon 
chains in order to obtain lighter ones, which are 
more commercially attractive. The Houk gasoline is 
obtained from the plate 33 of the catalytic cracking 
unit. The quality of the Houk gasoline may be 
expressed in terms of it final point temperature 
(temperature when the total evaporation of the 
gasoline in a lab test occurs).  
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Figure 2. Catalytic Cracking Unit  

The work consists in obtaining an estimation of the 
final point temperature of the Houk gasoline in 
order to obtain an on-line estimation of the product 
quality (that is obtained using laboratory analysis 
only two or three times a day).  
The measurements of the processes variables are 
given by sensors that are located in different parts of 
the unit, the quality variables are measured using 
on-line analyzers and there are some other 
performance variables that are calculated using 
some computer algorithms. All this data is stored in 
databases. 
In the catalytic cracking unit there are some 
measured variables as: Temperatures, pressures, 
flows, and some calculated variables that are related 
with the desired quality. It has been used on-line 
analyzers and laboratory test for estimating the 
gasoline quality or final point temperature. The data 
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acquisition system collects information about 183 
variables. Some studies given by expert process 
engineers have determined that only 14 of those 
variables have some influence on the quality level. 
These 14 variables are quantitative and are 
measured using sensors or are calculated from other 
measured variables.   
For the design of the virtual sensor, it was 
constructed a data matrix containing the obtained 
measurements of the temperature final point and the 
other important variables, selected by the experts, 
that can be used for estimating the quality variable. 
The obtained file contains 15 variables and 3721 
observations for each variable. This data set needs to 
be processed in order to eliminate those patterns 
(observations) that are out of specifications. Next 
table presents a briefly description of each of the 
variables: 

 Min. Max x  2S  
PTO Q 28 252.95 227.98 1045.98 
TP33 143.42 153.08 148.329 3.06552 

TALIM 180.98 190.2 184.662 4.2435 
PP33 1.20 1.29 1.25626 0.000223 
VCBE 15.69 29.01 19.2361 1.5859 
FSAL 214.13 522.36 377.135 3811.72 
VCFQ 18.11 26.34 21.4979 1.1222 
VCTP 8.15 16.45 13.1993 1.3304 
TTOP 93.94 104.73 97.4146 4.503 
TP34 132.21 141.95 137.53 3.701 
TP32 145.98 155.23 151.24 3.650 
TSAL 96.17 100.408 96.682 0.482 

FALIM 839.81 1953.4 1511.4 21353.8 
TFON 185.75 194.93 189.066 5.1234 
PTOP 11.67 12.59 12.222 0.02628 

 

 S Range 
KPS

 
K 

PTO Q 32.3416 224.62 93.521 201.079 
TP33 1.751 9.66 -3.3643 -6.45 

TALIM 2.0599 9.32 16.6123 -6.862 
PP33 0.0149 0.08 -9.9121 -2.4676 
VCBE 1.2593 13.32 26.8546 46.5912 
FSAL 61.739 308.23 1.589 -13.4581 
VCFQ 1.059 8.23 -0.634 -1.3553 
VCTP 1.1534 8.3 -7.73 -2.4253 
TTOP 2.122 11.79 10.731 -1.7121 
TP34 1.924 9.74 -11.891 -2.056 
TP32 1.9106 9.25 -9.889 -5.984 
TSAL 0.6945 4.31 -16.1022 12.4015 

FALIM 146.129 113.59 -6.061 -0.0497 
TFON 2.2635 9.18 23.9817 -1.7934 
PTOP 0.1621 0.92 -14.6441 -1.885 

 

A briefly description of each of the selected 
variables: 

• Pto. Q: Final Point Temperature. This is the 
quality variable that is going to be estimated 
using the virtual sensor.  

• TP33: Temperature on Plate 33.  

• TALIM: Feeding crude temperature.  
• PP33: Pressure on Plate 33. 
• VCBE: Adimensional Variable Calculated using 

the energy balance.  
• FSAL: Gasoline recolection flow.  
• VCFQ: Adimensional variable Calculated using 

crude physical-chemical properties.  
• VCTP: Adimensional Variable Calculated using 

Temperature and Pressure.  
• TTOP:Temperature on the Top of column.  
• TP34: Temperature on the Plate 34.  
• TP32: Temperature on Plate 32. 
• TSAL: Temperature of the gasoline at the end of 

the unit. 
• FALIM : Feeding crude flow. 
• TFON: Temperature at the bottom of the 

column. 
• PTOP: Pressure at the top of the unit. 
  
The complete description of the variables can be 
appreciated in [36, 37].  
The first used technique was the Quartile Contour 
Plot with Tukey limits for detecting Outliers 
(selection: 50% of 100=p ). There were detected 
8 Outliers. Found results are shown in table 1.  
 
Table 1. Outlier’s location, Outlier Percentage and 

Far Outlier Percentage 
. Pattern 
Number 

%Outliers  in 
Partition 

% Far 
Outliers in 
Partition 

Status 

2972 72 0 Outlier 
2973 73 0 Outlier 
2974 83 6 Outlier 
2975 83 9 Outlier 
2976 83 8 Outlier 
2977 81 1 Outlier 
2978 72 0 Outlier 
2979 56 0 Outlier 

 
As it is available a great amount of data and the 
Outliers percentage is very low (inferior to 0,3% of 
the total) it was decided to eliminate these 
considered Outliers patterns, nevertheless this must 
be made with precaution when it is not available a 
great amount of data, because the elimination can 
induce to a significant diminution of the effective 
training sample size.  
 

Proceedings of the 8th WSEAS International Conference on Neural Networks, Vancouver, British Columbia, Canada, June 19-21, 2007      80



Once eliminated the Outliers, a Principal 
Components Analysis was made with the 
correlations matrix of the 14 variables to be used as 
inputs. Principal Components 1, 2, 3, 9 and 10 were 
selected. At this moment we have two data sets 
with 3713 patterns each one: A. Data with the 15 
original variables, B. Data with the Five selected 
Components.  
In order to make the partition of the data for 
Training and Validation, Simple Random Sampling 
was applied to the 15 original variables. The results 
of this technique were not appropriate (ne:3710; nv: 
3). The reason of this strange partition is the great 
dispersion of some variables, needing great samples 
according to the error and established confidence 
level. A strategy for diminishing this error is to 
make data stratification [11]. Applying the Sturges 
rule, 13 classes were constructed according to the 
output variable (PTO_Q). The new size under the 
Stratified Random Sampling partition appears in 
table 2.  
 

Table 2. Partition Size according to Stratified 
Random Sampling  

Cluster N Training Validation 
1 14 13 1 
2 12 11 1 
3 66 59 7 
4 11 10 1 
5 11 10 1 
6 15 13 2 
7 12 11 1 
8 4 3 1 
9 8 7 1 
10 61 55 6 
11 80 72 8 
12 2179 1958 221 
13 1240 1114 126 
Total 3713 3336 377 
 
Next, it was performed the neural networks training 
with the best perceptron networks topologies with 
two layers suggested by the computational tool 
STATISTICA Neural Networks 4.0 (Statsoft Inc., 
2000) [40] that makes an exhaustive search using 
Genetic Algorithms [1, 9] to obtain them: 

• Training Set A: Input Layer (14 nodes, 
Linear Function), Hidden Layer (1 node, 
logistic function) and Output Layer (1 
neuron, Linear Function). 

• Training Set B: Input Layer (5 nodes, 
Linear Function), Hidden Layer (4 nodes, 

logistic function) and Output Layer (1 
neuron, Linear Function).  

In regression situations as the one in the presented 
example, the intention of a Neural Network is to 
learn how to predict the output variable (PTO_Q) 
from the input variables. Thus, a neural network 
will be successful if it makes better predictions 
compared with a simple prediction like the average. 
 In order to make this comparison the Error 
Standard Deviation is used, which must be smaller 
than the Standard Deviation of the output for 
considering the Neural Network as a good 
predictor. As it can be appreciated in table 3 both 
neural networks are good predicting but the 
obtained using the Principal Components (set B) 
makes better predictions than the network obtained 
by means of the gross data (set A), because it 
presents a smaller Prediction Error Standard 
deviation for training and validation.  
 
Table 3. Regression statistics for data sets A and B 

 Set A Set B 
 Training Validation Training Validation 
Data average  227.3303 228.3405 227.4317 227.5017 
Standard 
deviation 

32.35.926 30.41637 32.45516 29.4938 

Mean Error 0.359457 -0.3266 -0.3163 1.080847 
Error 
Standard 
deviation 

26.4076 27.18941 25.56667 26.17833 

Absolute 
Mean Error 

14.38797 15.28565 12.07537 11.56443 

Prediction 
Error 
Standard 
deviation 
Ratio 

0.8160755 0.8939069 0.7877537 0.8875875 

Correlation 0.5791918 0.4497229 0.6164413 0.4618089 

 
Another presented performance measurement is the 
Prediction Error Standard deviation Ratio; when it 
is smaller it indicates that the neural network is 
better for making output variable estimations; 
observe that the neural network obtained with the 
data set B generates a slightly smaller value of this 
statistic than the corresponding to set A. 
Additionally, the Pearson correlation between the 
present values and the predicted ones appears. 
Theoretically a correlation of 1,0 indicates a perfect 
linear relation between the prediction and the 
present output values, but actually it is a good 
performance indicator. With this indicator, the 
neural network trained with Principal Components 
(set B) as inputs is better than the trained with the 
Gross Data (set A) in the output variable prediction, 
as much in training as in validation. 
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6 Conclusions 
The results obtained in this investigation 
demonstrate the advantages of having statistical 
analysis to input data previous to training Artificial 
Neural Networks: Shorter training periods, simpler 
topologies and more reliable networks can be 
found. The presented techniques for variables and 
patterns selection allow reducing the data 
dimension, obtaining quicker training, simpler 
topologies and lower prediction errors.  
The pattern reduction techniques allow generating a 
data partition for training and validation based on 
statistical analysis. Additionally, these selection 
techniques can be used for reducing the patterns 
number in the data when it is very high, applying 
Simple or Stratified Random Sampling and training 
or validating with the data sets that are obtained 
using the partition. 
The Outliers detection techniques follow the Data 
Analysis graphical philosophy, so the great volumes 
of data used for neural networks training make it 
difficult their immediate use. Nevertheless it is 
possible to use them for developing algorithms that 
detect possible observations significantly different 
from the rest of the data. The neural networks 
trainer has always the option to use the gross data 
or depurate and select those that provide a better 
training. 
The Minimal Square technique usually applied in 
neural networks learning algorithms, is well-known 
by its lack of robustness to the presence of Outliers, 
reason why it is necessary to use the possible 
instruments that allow to detect Outliers in the data 
that is going to be used in the training phase. 
In the designed virtual sensor for quality estimation, 
there were found improvement using the statistical 
analysis, because it use generate easier neural 
network topologies with better performance. 
It is very important to continue developing the 
fusion of both disciplines: Artificial intelligence 
and Statistical Data Analysis. The works made until 
the moment presents forts evidences of the 
advantages that it has for the practical Statistic the 
Artificial intelligence and vice versa.  
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