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Abstract: The purpose of this study is to apply the Possibility- based (fuzzy c-means, FCM) and 
Probability-based Classification (Wald’s method and k-means) to classification of severity of depression. 
The scoring of Beck Depression Inventory (BDI)-II of subjects were analyzed by clustering analysis while 
the diagnose of depression-severity by a psychiatrist was used as the criterion to evaluate classification 
accuracy. The empirical data of outpatient diagnosed as depression was given and the percentage of correct 
classification among FCM, Wald’s method and k-means were compared. The analytical results show the 
Kendall's τ  coefficient of FCM, Wald’s method and k-means were .549, .316, and .395, respectively. That 
is, FCM exhibited a higher association between the original and classified membership than did Wald’s 
and k-means methods. We concluded that FCM identified the data structure more accurately than the two 
crisp clustering methods. It is also suggested that considerable cost concerning prevention and cure of 
depression might be reduced via FCM. 
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1  Introduction and Motivation 
Depression is a mood state characterized by a 
sense of inadequacy, a feeling of despondency, a 
decrease in activity or reactivity, pessimism, 
sadness and related symptoms [1]. Depression is 
among the most pervasive psychological problems 
accounting for 10.4% of all patients seen in the 
healthcare settings in the world. Some study 
indicated that almost 20% of the U.S. population 
will experience a clinically significant episode of 
depression at some periods of their lives [12]. The 
screening, diagnosis and classification of 
depression are critical. In contrast with the many 
engineering studies discussing possibility-based 
classification technique [9] [10], however, only a 

few such works have been published in 
psychological measurement [2] [3]. This study 
compared the accuracy of classification of 
depression severity among possibility- based 
(fuzzy c-means, FCM) [13]and probability-based 
classification (Wald’s method and k-means). 

 
2  Problem Formulation 
The forth edition of Diagnostic and Statistical 
Manual of Mental Disorders (DSM-IV) [4] is 
recognized as the classification system for 
researchers and clinical purpose. According to 
DSM-IV, the diagnose criteria of Depression 
Disorder includes nine symptoms (mood, interests, 
eating, sleep, motor activity, fatigue, self-worth, 
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concentration, and death) as shown in Table 1.  
 

Table 1.  Symptoms of Depression 
1. Mood: For most of nearly every day, the patient 

reports depressed mood or appears depressed to 
others. 

2. Interests: For most of nearly every day, interest 
or pleasure is markedly decreased in nearly all 
activities (noted by the patient or by others). 

3. Eating and weight: Although not dieting, there 
is a marked loss or gain of weight (such as five 
percent in one month) or appetite is markedly 
decreased or increased nearly every day. 

4. Sleep: Nearly every day the patient sleeps 
excessively or not enough. 

5. Motor activity: Nearly every day others can see 
that the patient's activity is agitated or retarded. 

6. Fatigue: Nearly every day there is fatigue or loss 
of energy. 

7. Self-worth: Nearly every day the patient feels 
worthless or inappropriately guilty. These 
feelings are not just about being sick; they may 
be delusional. 

8. Concentration: Noted by the patient or by 
others, nearly every day the patient is indecisive 
or has trouble thinking or concentrating. 

9. Death: The patient has had repeated thoughts 
about death (other than the fear of dying), 
suicide (with or without a plan) or has made a 
suicide attempt. 

 
These symptoms cause clinically important 

distress or impair work, social or personal 
functioning [14]. In this study, the patients were 
classified into clinical depression and remission 
according to psychiatrist (As shown in Table 2). 
Clinical depression refers to the patient who has 
had 5 or more of the above-mentioned symptoms 
in the same two weeks. In remission refers to 
patients who formerly met full criteria for Major 
Depressive Episode and now either have fewer 
than five symptoms or have had no symptoms for 
less than two months.  
 
 
 
 

Table 2.  Classification of Depression 
1. Clinical Depression: 
 In the same 2 weeks, the patient has had 5 or 

more of the above-mentioned symptoms, which 
are a definite change from usual functioning. 
2. Remission(Partial/ Full Remission): 

Partial Remission: Patients who formerly met 
full criteria for Clinical Depression and now either 
(1) have fewer than five symptoms or (2) have had 
no symptoms for less than two months. 

In Full Remission: The patient has had no 
material evidence of Major Depressive Episode 
during the past 2 months.  

 
Table 3.  Examples of Fuzzy Scoring 

 Assigned 
Percentages 

Degree of 
Membership 

Alternative 1* 80 % .8 
Alternative 2 20 % .2 
Alternative 3 0 % 0 
Alternative 4 0 % 0 
 
The psychological instrument in this study was 

the Chinese version of Beck Depression Scale 
II(C-BDI-II) [5]. Traditionally, participants were 
asked to choose exact one alternative associated 
with the item that best describes how they had felt. 
However, to elicit the membership degree, we 
asked the subjects are free to choose more than one 
alternative for each item and, in turn, assign 
percentages on the chosen alternatives. Moreover, 
the sum of percentages of the chosen categories is 
restricted to 100%. The procedure of fuzzy scoring 
was shown in Table 3. The results of fuzzy scoring 
were utilized in clustering analysis while of 
psychiatry’s diagnose was used as the criterion to 
evaluation clustering accuracy.  

The total sample used in this study consisted of 
participants recruited from two separate 
populations: (a) the clinical sample: 240 subjects 
were recruited from outpatients who visit the 
psychiatric clinic at Taipei Municipal Hoping 
Hospital and were diagnosed as having depression 
symptoms. (b) The non-clinical sample: 319 
undergraduate students in Taiwan were recruited. 

The self-reported instrument was administrated 
by the researcher while the severity of depression 
was diagnosed by a psychiatrist. The severity of 
depression of outpatients was classified into 
Clinical depression or remission according to 
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diagnose of the psychiatrist while the 
undergraduate sample was treated as non-clinical 
depression. The response pattern in self-reported 
instrument was analyzed via FCM, Wald’s method, 
and k-means while the diagnosed severity of 
depression was treat as the criteria for comparisons 
of classification accuracy.  

Clustering analysis is an “unsupervised” 
technique, that is, no prior information was given 
to judge about what the output should be or 
whether it is correct. However, to compare the 
difference between probability-based and 
possibility-based cluster analysis, the original 
group membership (non-clinical depression, 
remission, and clinical depression) were used as 
the criteria to evaluate which the cluster technique 
could accurately discover the structure of data. To 
attain this goal, FCM, Wald’s method, and the 
k-means clustering method were utilized. The 
associations between classification results and 
original group membership resulting from 
different methods were compared. 
 
3  Problem Solution 
First, cluster validity indices were applied to 
determine the optimal cluster number (c) and 
exponential weight (m) in FCM [6]. In this study, 
two indices, partition coefficient (PC) and partition 
entropy (PE) were employed as the measure of 
cluster validity. PC is expressed as: 
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Where ikμ  denotes the degree to which 

subject k belongs to cluster i, and c denotes the 
cluster number. The maximum PC is found for the 
partition with the “most unambiguous” assignment 
[7]. Another cluster validity index, partition 
entropy, is expressed as: 
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Where ikμ  denotes the degree to which 

subject k belongs to cluster I, and c the cluster 
number. A partition with low entropy is preferred 
to one with high entropy [7]. 

 
Table 4. Summary of Cluster Validity 

Cluster Number (c) Index C=2 C=3 C=4 C=5 
PE .955 .965* .940 .932 
PC .080 .061** .103 .117 

* optimal cluster number according to PE 
** optimal cluster number according to PC 
 

The validity indices were computed by F-cut 
Fuzzy Partition Software [8], and are shown in 
Table 4.  The optimal cluster number was 
searched using maximum PE and minimum PC. 
As presented in Table 4, the optimal cluster 
number is 3 with exponential weight 1.25. 
Therefore, FCM apply with cluster number = 3 for 
the proceeding analysis. 

To identify the cluster technique which could 
discover the data structure most accurately, cluster 
number = 3 was assigned to FCM, Wald’s method, 
and k-means method. To compute the association 
between original and classified membership, 
classified crisp membership in FCM was modified 
by assigning 0-or-1 membership to the cluster with 
the highest membership. Kendall's τ  coefficient, 
which measures the relationships among variables 
and rank orders, was applied to measure the 
association between original and classified 
membership. The results of association analysis 
are shown in Table 5, Table 6 and Table 7 
respectively.  

 
Table 5. Classification Results (FCM) 

 
Classified Group 

(FCM) 
Original Group 1 2 3 

Total 

Non-clinical 
Depression (1) 229 82 8 319 

Remission (2) 8 17 10 35 
Clinical Depression 
(3) 35 86 84 205 

Total 272 185 102 559 
Kendall's τ  coefficient  .549 (p<.001) 

 
 
 
 
Table 6.  Classification Results (Wald’s Method) 

 Classified Group 
Total 
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(FCM) 
Original Group 1 2 3 

Non-clinical 
Depression (1) 265 5 49 319 

Remission (2) 23 7 5 35 
Clinical Depression (3) 93 60 52 205 
Total 381 72 106 559 

Kendall's τ  coefficient  .316 (p<.001) 
 
 

Table 7.  Classification Results ( k-means) 

 
Classified Group 

(FCM) 
Original Group 1 2 3 

Total 

Non-clinical 
Depression (1) 244 4 71 319 

Remission (2) 10 8 17 35 
Clinical Depression 
(3) 52 60 93 205 

Total 306 72 181 559 
Kendall's τ  coefficient  .395 (p<.001) 

 
As presented in Table 5 to 7, the Kendall's τ  

coefficient of FCM was .549, that of Wald’s 
method was .316, and that of k-means was .395 
(p<.001). The analytical results demonstrate that 
FCM exhibited a higher association between the 
original and classified membership than did 
Wald’s and k-means methods. That is, FCM 
identified the data structure more accurately than 
the two crisp clustering methods. 
 
4  Conclusion 
FCM is an unsupervised and multi-membership 
technique. To compare FCM with other crisp 
clustering methods, the results of FCM were 
modified in two ways. First, the original sample 
membership was taken as the criteria to evaluate 
the classification accuracy. Second, each classified 
group was assigned to the group that acquired the 
highest membership degree. That is, the 
membership degrees were “crispified” into binary 
values.  

The primary aim of cluster analysis is to 
discover structure or information in data. With 
regard to psychological data, the results of 
clustering are intended to identify the structure 

inherent in latent psychological constructs. 
Traditional crisp clustering methods recognize and 
categorize patterns dichotomously. Nevertheless, 
these methods have some limitations when the 
data structure was based on possibility rather than 
probability. Human thinking, traits, attitude and 
natural language applied to denote human 
perceptions are based on multiple-value instead of 
binary logic [16]. Therefore, the membership of a 
particular group is a transition from 0 to 1 rather 
than a binary choice between 0 and 1 [11]. 
Considering the psychological latent construct [17] 
“depression” as an example, the depression state of 
a person is a transition from non-depressed to 
depressed. Therefore, whether a person belongs to 
the group “depression sufferers” is better 
represented by gradual membership rather than a 
yes-or-no dichotomy. This investigation justifies 
these theoretical inferences.  Fuzzy-based FCM 
was found to yield stronger associations between 
original and classified groups than crisp-based 
clustering. Restated, FCM uncovers the 
information inherent in latent structure more 
accurately than crisp-based clustering. 
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