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Abstract: - In this work we present a new rule-discovery method for Distributed Information System (DIS).  

Distributed Information System is the system that connects a number of information systems using network 

communication technology. This communication can be driven by request for knowledge needed to predict for 

maximal optimization what values should replace some null values. In this work we recall the notion of a 

distributed information system to talk about handling semantic inconsistencies between sites. Semantic 

inconsistencies are due to different interpretations of attributes and their values on the concepts level among 

sites. Different interpretations can be also linked with a different way of treating null values among sites. Some 

attributes might be just hidden because of the security reason. In such case we have to be certain that the 

missing data can not be reconstructed from the available data by any known null value imputation method and 

that some information in information system can not be uncovered as well. Assuming that one attribute is 

hidden at one of the sites of distributed information system we will try to reconstruct this attribute. In this work 

we will also show which values have to be hidden from users to guarantee that the hidden attribute can not be 

reconstructed. 

 

 

Key-Words: - Information System, Distributed Information System, Incomplete Information System, Null 

Value, Chase algorithm. 

 

1 Introduction 
Distributed Information System (DIS) is a system 

that connects a number of information systems 

using network communication technology. In this 

paper, we assume that these systems are 

autonomous and incomplete. 

 

Definition 1 

By an Information System we mean a triple 

S=(X,A,V)  where: 

• X is a nonempty, finite set of objects; 

• A is a nonempty, finite set of attributes; 

• ∪ }:{ AaVV a ∈=  is a set of values of 

attributes, where aV  is a set of values of attribute 

a, for any Aa∈ . 

Additionally we assume that: 

• ∅=∩ ba VV  for any Aba ∈,  such that ba ≠ , 

• aVXa →:  is a function for every Aa∈ . 

 

We assume also, that the sum of the weights 

assigned to the attribute values has to be equal 1 in 

one tuple. In a case when we have empty space in 

one tuple, we understand that there can be all the 

values of attribute (from the domain of a given 

attribute) with equal weights. The definition of an 

information system of type λ  and distributed 

information system (DIS) used in this paper was 

given in [7]. The type λ  is used to check the 

weights assigned to values of attributes by Chase 

algorithm [7], if they are greater than or equal to 

thresholdλ . If the weight assigned by Chase to one 

of the attribute values is less than the given value 

λ , then this attribute value is ruled out. Semantic 

inconsistencies among sites are due to different 

interpretations of attributes and their values among 

sites (for instance one site can interpret the concept  

e.g. beautiful differently than another one). 

Ontology [1], [3], [4], [5], [9], [10], [11], [12] is 

understood as a set of terms of a particular 

information domain and the relationships between 

them. If two information systems agree on the 

ontology associated with attribute beautiful and its 

values, then such attribute can be used as a kind of 

semantical bridge between these systems. Different 

interpretations are also due to the way each site is 

handling null values. Null value replacement by a 
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value predicted by statistical or some rule-based 

methods is quite common before queries are 

answered by QAS. In [7], the notion of rough 

semantics and a method of its construction was 

proposed. The rough semantics can be used to 

optimize the model and handle semantic 

inconsistencies among sites due to different 

interpretations of incomplete values. 

 

2 Query Processing with Incomplete 

Data 

Let us start with the definition of partially 

incomplete information system S. 

Definition 2 

By a partially incomplete Information System 

S=(X,A,V) of type λ  we mean the incomplete 

information system, with three conditions: 

( Xx∈∀ )( Aa∈∀ ) )(xaS  is defined; 

}]1)})1:),{()([(
1

∑
=

=→≤≤=
m

i
iiiS pmipaxa  

)})(()})1:),{()([( λ≥∀→≤≤= iiiS pimipaxa  

Now, let us assume that 21,SS
 are partially 

incomplete information systems, both of type λ . 

The same objects from the set of objects X are 

stored in both systems and the same attributes from 

the set of attributes A are used to describe them. The 

meaning and granularity of values of attributes from 

A in both systems 21,SS  is also the same. 

Additionally, we assume that  

}1:),{()( 1111
mpaxa iiS ≤=

 and  

}1:),{()( 2222
mpaxa iiS ≤=

. 

We say that containment relation Ψ  holds between 

1S  and 2S , if the following two conditions hold: 

))](())(([)()(
21
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This fact can be presented as a statement 

))](())(([)()(
21
xaxaAaXx SS Ψ=Ψ∈∀∈∀ . If 

containment mapping Ψ converts an information 

system 1S  to 2S , then we say that 2S  is more 

complete than 1S . It means, that for a minimum one 

pair XAxa ×∈),( , either Ψ  has to decrease the 

number of attribute values in )(xaS  or the average 

difference between confidences assigned to attribute 

values in )(xaS  has to be increased by Ψ . 

Example 

Let us take two information systems 21,SS  both 

of type λ , represented as Table 1 and Table 2. 

 

X a b c d e 

1x

 ),(

),,(

3
2

2

3
1

1

a

a
 

),(

),,(

3
1

2

3
2

1

b

b
 

1c  
1d  

),(

),,(

2
1

2

2
1

1

e

e
 

2x

 ),(

),,(

4
3

3

4
1

2

a

a
 

),(

),,(

3
2

2

3
1

1

b

b
  

2d  
1e  

3x

 
 

2b  
),(

),,(

2
1

3

2
1

1

c

c
 

2d  
3e  

4x

 
3a   

2c  
1d  

),(

),,(

3
1

2

3
2

1

e

e
 

5x

 ),(

),,(

3
1

2

3
2

1

a

a
 

1b  
2c   

1e  

6x

 
2a  

2b  
3c  

2d  
),(

),,(

3
2

3

3
1

2

e

e
 

7x

 
2a  

),(

),,(

4
3

2

4
1

1

b

b
 

),(

),,(

3
2

2

3
1

1

c

c
 

2d  
2e  

8x

 
 

2b  
1c  

1d  
3e  

Table 1: Information System S1 

For explanation the Definition 2, let us look at the 

values of attribute a in both systems.  
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Assume 

that )},(),,{()(
3
2

23
1
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Table2: Information System S2 

Clearly 2S  is closer to a complete system than 1S  

with respect to )(xa , since uncertainty in the value 

of attribute a for x is lower in 2S  than in 1S . It 

means that the containment mapping Ψ converts 

system 1S  to 2S . 

 

3 Query Processing with Distributed 

Data and Chase 

The knowledge-base L(D) , described as: 

 )}(:){()( AIncDvtDL c ∈∈→= , is a set of all 

rules extracted at a remote site for S=(X,A,V) by 

ERID, where In(A) is the set of incomplete 

attributes in S and there are given two thresholds for 

minimum support and minimum confidence. 

 

Algorithm ERID is the algorithm for discovering 

rules from incomplete information systems, 

presented in [2]. The type of incompleteness in [2]  

is the same as in this paper. 

 

Assume now that a query q(B) is submitted to 

system S=(X,A,V), where B is the set of all attributes 

used in q(B) and that ∅≠∩ BA . Attributes 

belonging to the set ][\ BAB ∩  are called hidden 

attributes in information system S. 

Hidden attributes for S can be seen as attributes 

which are entirely incomplete in S, which means 

exact or partially incomplete values of such 

attributes have to be ascribed to all objects in S. 

Stronger the consensus among sites on a value to be 

ascribed to x, better the result of the ascription 

process for x can be expected. Assuming that 

systems 21,SS  store the same sets of objects and 

use the same attributes to describe them, system 1S  

is finer than system 2S , if 12 )( SS =Ψ .  

 

Let us assume that S=(X,A,V) is an information 

system of type λ  and t is a term constructed in a 

standard way (for predicate calculus expression) 

from values of attributes in V seen as constants and 

from two functors +  and *. 

 

By )(tNS  we mean the standard interpretation of a 

term t in S defined as in [6] 

• )}(),(:),{()( xapvpxvNS ∈= , for any  aVv∈ , 

• )()()( 2121 tNtNttN SSS ⊕=+ , 

• )()()( 2121 tNtNttN SSS ⊗=∗ . 

where, for any  IiiiS pxtN
∈

= )},{()( 1 ,  

JjjjS qxtN ∈= )},{()( 2 ,  we have: 

• JIiiiiSS qpxtNtN
∩∈

⋅=⊗ )},{()()( 21  

• 

JIiiii

JIiiiIJjjjSS

qpx

pxpxtNtN

∩∈

∈∈ ∪∪=⊕

)},max(,{(

)},{()},{()()( \\21  
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The incomplete value imputation algorithm 

Chase [8], based on the above semantics converts 

information system S of type λ  to a more 

complete, new information system of the same 

type. Algorithm ERID can be used to extract 

rules from the first information system and next 

can be applied in Chase. 
 

3 Security Problem of Hidden 

Attributes 
 

Assume that system S is a distributed information 

system, and the attribute Ah∈  is hidden. We also 

assume, that Sh=(X,A,V), where 

• )()()})({( xaxaXxhAa
hSS =∈∀−∈∀  

• )()( xhXx
hS

∈∀  is undefined 

• hS Vxh ∈)( . 

 

The assumption is, that the user can only submit a 

query to Sh and not to S. We show how to find a 

minimal number of additional values which should 

be hidden to be sure that the values of attribute h can 

not be reconstructed by Chase for any Xx∈ . 

Example 

Let us take IS from Table 1. Let this system be a 

system of type 
4
1=λ . Let us assume that attribute d 

is hidden in S. 
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Table 3: Information System Sd 

 

Assume, the following rules where extracted at the 

remote sites for Sd: 

 2221 : dbar →⋅  
1122 : dcbr →⋅  

2323 : dcbr →⋅  2114 : dcar →⋅  

1215 : dbar →⋅  2126 : dcar →⋅  

 

All the above rules have confidence equal 1. 

Additional rules 2r  and 5r  have support 2, rules 1r , 

3r , 4r  have support 3, and rule 6r  has support 

equals 4. Let us consider the first tuple 1x  from Sd 

(Table 3). It supports rules 1r , 2r , 4r , 5r , 6r . 

 

Rule 1r  supports 2d  with weight 
3
2

3
1

3
2 13 =⋅⋅⋅ . 

Rule 2r  supports 1d  with weight 
3
2

3
1 121 =⋅⋅⋅ . 

Rule 4r  supports 2d  with weight 1131
3
1 =⋅⋅⋅ . 

Rule 5r  supports 1d  with weight 
9
2

3
1

3
1 12 =⋅⋅⋅ . 

Rule 6r  supports 2d  with weight 
3
8

3
2 141 =⋅⋅⋅ . 

Because 
4
1

3
13

9
8 : < , the value 1d  is rule out and the 

same can not be predicted by Chase. 

 

Following the similar strategy for all the objects 

from information system we obtain a new 

information system Sd (Table 4)  
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Table 4: New Information System Sd 

 

The values of attributes a,b,c for tuple 6x  have 

been removed. The hidden attribute can not be 

reconstructed by Chase from the available data in 

dS , for any object x. 

Assume, that the knowledge base contains rules 

extracted in DIS at server sites for Sd with a goal to 

reconstruct hidden attribute d. For each object x, 

first of all we discover all rules supported by the 

tuple. We have to take into consideration all the 

possibilities, which are as follows: 

•  there is only one rule supported by object x in Sd 

•  there is a set of rules supported by object x in Sd 

In the first case, when we have one rule ftr →:  

supported by object x, and fd = , the value f is 

predicted correctly by r, which means, that minimum 

one of the attributes listed in t has to be additionally 

hidden for x.  

In the second case, there is a situation, where 

,:,...,: 1111 ftrftr ii →→   is the set of  all rules 

supported by  x  and fd =  .   

In this case a  minimal set of attributes covering all 

terms {t1, t2,…, ti} needs to be additionally hidden  

for  x  in  S. 

There exists also the third possibility, where there is 

a set of rules, such that ,:,...,: 111 iii ftrftr →→  

supported by x. In this case we calculate support of 

the rule si, and its confidence ci. Let λ be also given 

threshold for minimal confidence in attribute values 

for objects in S. 

If  Conf S(f, x) > λ  and  (∃e ≠ f)[Conf S(e, x) > λ], 

we do not have to hide any additional slots for  x. 

 

If  Conf S(f, x) > λ  and  (∀e ≠ f)[Conf S(e, x) < λ], 

we have to hide additional slots for  x. 

 

If  Conf S(f, x) < λ  and  (∃e ≠ f)[Conf S(e, x) > λ], 

we do not have to hide additional slots for  x. 

The confidence in attribute value e for  x  in S  is as 

follows: 

Conf S(e, x) =   

       Σ{si ⋅ci : 1 ≤ i ≤ k  ∧  e = di}/ Σ{si ⋅ci : 1 ≤ i ≤k} 

 

4 Conclusion 
Presented method seems to be very interesting and 

promising in hiding some values of attributes from 

data security point of view. We showed the 

possibility and importance of hiding the attributes in 

information systems. For any tuple x we are able to 

identify all the rules supported by that tuple. On the 

basis of these rules, we calculate the total support 

for each value of the hidden attribute. These total 

supports are used to calculate the confidence in each 

of these values. If the confidence is below the given 

threshold λ , then such value is rule out. We need 

minimum two weighted values remaining if the 

correct value is one of them. This can be achieved 

by replacing some values by null ones. The 

suggested strategy provides a way to identify a 

minimal number of additional slots in IS required to 

be hidden if one of the attributes in IS has to be 

hidden. 
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