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Abstract: - This paper summarizes our new research on a unified design of the feature extraction and classification 

processes. We have developed a multiple class classifier, based on a genetically optimized kernel density 

estimator. The genetic algorithm provides the tool to solve the bandwidth matrix optimization problem. The 

bandwidth matrix of the kernel function plays a similar role with the matrix used in a linear feature extraction, 

since it weights differently the data vector components. More, the bandwidth matrix controls the smoothness of 

decision surfaces. Tests are made with both, the standard nonparametric k-Nearest Neighbour classifier and the 

genetically optimized kernel based density estimator. Results on a barley seed image feature data show the utility 

of the proposed approach. 
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1   Introduction    
Designing good classifiers for applications with 

complex patterns, such as textures, text categorization, 

video indexing, or data mining is a challenging task. 

Lacking a deep understanding of class specificities 

and facing pattern complexity, designers usually end 

up by measuring a broad range of features that 

hopefully would capture enough information for 

correct classification. Unfortunately, this approach 

raises several problems. Perhaps one of the most 

obvious is the increase of computing time needed to 

generate each feature vector. More importantly, as the 

dimensionality of the feature space is increased and a 

significant part of the features might contain more 

noise than useful information, the classifier design 

become much more difficult. Theoretically, any new 

and statistically independent feature contributes to 

reducing the probability of classification error, as long 

as the number of feature samples available for 

designing the classifier is unlimited [1]. The higher 

the dimension of the feature space, the more feature 

samples are needed for proper classifier design. In 

practice, the number of training samples available is 

always limited and having to compute longer feature 

vectors means actually increasing the cost of 

generating feature samples. Most often than not, this 

contributes to reducing the number of samples 

generated for training and testing the classifier. With 

limited training sample size, the inclusion of new 

features beyond some limit can result in actually 

reducing the probability of correct classification, a 

paradox referred to as curse of dimensionality or 

peaking phenomenon.   

     Kernel probability density estimation techniques 

[2] have been used longtime ago in pattern recognition 

and are most often referred to as Parzen window 

techniques. Their popularity was longtime shadowed 

by the high memory requirements and computational 

complexity. However, recent research gave rise to 

very efficient computing algorithms, like the Fast 

Gauss Transform and it’s improved version proposed 

by Yang [3][4]. Recent interest in nonparametric 

density estimation techniques in the field of pattern 

recognition is sustained by the papers [5][6]. 

     The main advantage of nonparametric over 

parametric methods consists of the relative 

insensitivity of the nonparametric estimators to the 

exact shape of the multivariate distribution of the data 

vectors being classified. Parametric methods may lead 

to significant classification errors when the chosen 

distribution model does not fit well the underlying 

distribution. Finding a good model for a high 

dimensional complex distribution is not a trivial task 

and the chances to pick the wrong model cannot be 
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ignored. Therefore, nonparametric methods are a good 

candidate to solve high dimensional problems. 

     In this work we study the effect of scale parameters 

used by nonparametric classifiers in the context of 

high dimensional noisy data. We find an optimized 

bandwidth matrix for the multivariate kernel function 

through evolutionary search, which is equivalent with 

a feature extraction transform and evaluate the 

improvements in accuracy, obtained over the 

traditional k-NN classifier. Our experimental results 

show that the proposed approach is effective.  

 

 

 

2 Nonparametric classifier using kernel 

density estimation  
Nonparametric density estimators can be designed 

without having to define a specific distribution law. 

Instead, a kernel function is used to estimate the 

probability density at the desired location in the 

feature space. The most popular nonparametric 

density estimator used in pattern recognition is the k-

NN classifier. It classifies a data sample from an 

unknown class based on its proximity to available 

samples with known class. The class with most 

samples within the set of the nearest k samples to the 

unknown sample is assigned to the unknown sample. 

The number of neighbors used, k, is the only one 

parameter of this classifier. A high value of k results 

in smoother decision surfaces. In spite of its 

simplicity, the k-NN classifier proved to work very 

well in many applications. However, the underlying 

assumption of uniform distribution allowing the k-NN 

classifier to be interpreted as a density estimation 

based classifier is restrictive. In the present work, we 

abandon this restriction in favor of a more general 

nonparametric density model.   

     Given a sample of N d-dimensional data points, xi, 

drawn from a distribution with multivariate 

probability density function p(x), the kernel estimate 

of this density at x can be written as [7]: 
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is the kernel function depending on a symmetric 

positive definite d×d matrix, called bandwidth matrix. 

To do pattern classification, equation (1) is used in the 

form: 

 ∑
∈=

−=
N

xi

ii

ii

K
N

p
ω

ω
,1

)(
1

)|(ˆ xxx HH   (3) 

and the feature vector x is classified into class c, such 

that  
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Finding the right bandwidth is a main topic in 

nonparametric density estimation literature. In the 

present work, we used a kernel function with a 

diagonal bandwidth matrix: 
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It can be seen that the bandwidth matrix acts like a 

feature extraction transform matrix, multiplying the 

input data prior to density estimation through the 

kernel function. Parameters hi scale the contributions 

of the data vector components and control the amount 

of smoothing introduced by the kernel function. In 

this work we used the Gaussian kernel function. As a 

result, our nonparametric density estimator can be 

thought of also as a Gaussian mixture model, with 

every training data giving rise to one Gaussian. 

 

 

3 Genetic optimization of the bandwidth 

matrix 
Theoretically, nonparametric classifiers like the k-NN, 

do not need to learn. However, in spite of being 

nonparametric, kernel probability density estimators 

use their own parameters, namely, the coefficients of 

the bandwidth matrix. In this work, we use a learning 

procedure to find a set of optimal parameters of the 

bandwidth matrix, hi, considering the classification 

task. This is in contrast with the main stream of the 

work in data driven bandwidth selection [8], where 

the mean squared error or mean integrated squared 

error.  The resulting, genetically optimized, kernel 

density estimator will be called GOKDE. 

     Many optimization techniques have been proposed 

to solve hard optimization problems, with multiple 

extremes, as proved to be our search space. Our 

choice went to genetic algorithms [9], considering 
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their ability to avoid being trapped in local extreme 

points. Genetic algorithms have already been used in 

pattern classifier design for feature selection in several 

works, such as [10], [11]. 

     Genetic algorithms are search procedures inspired 

by the mechanisms of natural selection and genetics. 

The search starts from a set of randomly generated 

candidate solutions. Throughout iterations, each 

solution is evaluated by a fitness function. Then, the 

set of solutions (genes) undergoes an evolution 

process through selection, crossover and mutation 

steps. The fitness function used in the present work is 

the classification accuracy.  

 

 

4 Experiments with barley seed data 
Barley seeds are the main ingredient in beer 

production.  In order to obtain a high quality beer, the 

technological parameters of the brewing process have 

to be adjusted to make the best of the available 

species. When more barley species are mixed 

together, the quality is compromised. Ideally, there 

should be only one species used in one process. In 

practice, farmers have difficulties in separating 

different species and therefore manufacturers receive 

seeds from one predominant species mixed with some 

other contaminating species. The purity of the seed set 

is an important measure of the seed set quality and 

therefore has to be evaluated. In this work, we classify 

four barley species, grown in Finland: 

• Artturi maha, 

• Innari maha, 

• Saana maha, 

• Prisma maha. 

     Finding an appropriate set of image descriptors for 

barley species recognition is a challenging task, due to 

high similarity between species and high variety 

within species. In this paper, we use shape and texture 

features extracted from barley seed images. Prior to 

texture feature extraction, we segment the seeds from 

the background, then filter the seed images with a 

Laplacian of Gaussian filter, followed by a nonlinear 

processing method in order to retain the important 

textural information. The details of the processing 

steps are not within the scope of this paper, but an 

illustration of the processing results is given in figure 

1. Texture features extracted from seed images 

include statistical moments and edge direction 

histogram. Shape parameters are extracted from a 

hexagonal approximation of the seed, as illustrated in 

figure 2. A set of 25 dimensional feature vectors was 

generated for 400 images used in the experiments. 

Each class was represented by 100 labeled samples.     

 

 

 

 

 

 

 

 

 

 

      
 
 
Fig.1. a) Artturi maha species barley seed; b) Processed Artturi 

maha seed image 

 

 

 
Fig.2. Hexagonal approximation of the barley seed shape 

 

To test the performances of the proposed GOKDE 

classifier, we made two sets of experiments. In the 

first set of experiments, we compared our classifier 

with the k-NN classifier. To this end, we split our data 

set in a training set and a test set. The training set 

contained 80 seeds, while the test set contained 20 

seeds for each class. We formed 10 such pairs of sets 

with a random choice of the training set. In the 

training phase, the nonparametric classifier accuracy 

was used as a fitness function, and the solution 

searched was the set of bandwidth matrix parameters, 

grouped in a 25 dimensional vector. With the optimal 

bandwidth matrix parameters, we evaluated the error 

rate on the test set. The k-NN classifier was run on the 
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same data. The best results for the k-NN classifier 

were obtained for k=5. In figure 3, compare these 

results with the results of the proposed nonparametric. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      

 
Fig. 3. Error rates for the GOKDE classifier and the k-NN 

classifier on barley seed data 

 

Average errors and standard deviations of the results 

are given in Table 1. 

Table 1. 

 Training Test kNN 
Mean error 4.375 11.5 18.5 
Standard 

deviation of error 
1.7922 6.6875 5.7975 

 

From the experiments, it can be seen that the proposed 

GOKDE outperforms the k-NN classifier on the 

barley seed data. The generalization capability of the 

proposed classifier is however rather modest. This can 

be explained by the over-fitting phenomenon, 

generated by the relatively low number of training 

samples, considering the high dimensional feature 

space. The average error rate obtained is marginally 

acceptable from the point of view of practical needs.  

 

4 Conclusions 
In this work, we presented the results of barley seed 

classification based on a genetically optimized kernel 

density estimator. The proposed genetically optimized 

kernel density estimator based classifier outperformed 

the traditional nonparametric k-NN classifier, as a 

result of its capability to weight vector components 

according to their usefulness in the classification task 

and to reshape the decision space after additional 

optimization.  We believe that the performances of the 

proposed classifier can be further improved by using a 

larger seed data base, thus the avoiding the over-

fitting problem. 
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