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Abstract: In this paper, a new Minimum Description Length (MDL) approach for the characterization of a mobile
phone’s color camera is presented. The use of high-order polynomials, Fourier sine series, and artificial neural net-
works (ANN) for solving this problem are compared and contrasted. The MDL formalism is used for determining
the stochastic complexity of polynomial and Fourier sine models for the characterization of a Nokia N90 mobile
phone camera. A quantitative evaluation of their performances, as well as for using an ANN, is provided.
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1 Introduction

Digital cameras are becoming increasingly important
image acquisition tools to realize image and color pro-
cessing. The accurate handling of the color character-
istics of the obtained images is a difficult task, due
to the fact that the RGB signals generated by a dig-
ital camera are device-dependent. Different digital
cameras will produce different RGB responses for the
same captured scene. Furthermore, while digital cam-
eras bring simplicity in handling image capture, satis-
fying customer expectations is difficult as well. This is
due to the fact that a camera captures the physical val-
ues of the light, while human observers are perceiving
the result of processing of their visual systems.

The proliferation of camera phone devices in
the consumer market has led to an increased
need to transfer images among different stor-
ing/manipulating/displaying mediums without loss of
color fidelity. Furthermore, the picture quality of cam-
era phones is improving substantially enough that it is
expected that these phones will begin to replace the
low-end digital cameras [1]. The quality in even low-
end camera phones will be enough to compete with
low-end digital cameras. Already it is considered that,
e.g., the two mega-pixels Nokia N90 with Carl Zeiss
lens is a digital camera replacement. We must also
specify that this is high-end phone, more costly than
a high-end digital camera with five mega-pixels; so it
is generally considered that the high-end market for
digital cameras is safe.

We can consider that the images captured by a
camera are depending mainly on three factors: the

characteristics of the used camera, the illumination of
the captured image, and on the actual color content of
the scene. A common solution to obtain high-fidelity
cross-media color reproduction is to characterize each
device in terms of CIE tristimulus values [2]. Using
appropriate characterization procedures, it is possible
to convert the camera RGB values to CIE XYZ values,
and then to convert back the XYZ values to RGB ones
on another medium, e.g., a monitor.

In this paper, the MDL formalism will be used to
compare the characterization of the digital camera of
a Nokia N90 mobile phone, using polynomial trans-
forms and Fourier sine transforms. We mention here
that the MDL formalism was previously used in color
processing for spatial segmentation of color images
[3, 4]. In addition, ANN are used and compared with
the previous two approaches for camera characteriza-
tion. In [5] the Levenberg-Marquardt (LM) optimiza-
tion method was used for training a fully connected
multi-layer perceptron network to derive mappings
between the camera responses and tristimulus values.
An Agfa digital StudioCam camera, a three-chip CCD
device with 8-bit resolution for each channel and 4500
× 3648 pixel spatial resolution was used. The ANN
contained three input units to receive the camera re-
sponses, three output units to output the tristimulus
values and a single hidden layer. The number of units
in the hidden layer was varied to be 3, 5, 10, 18, 27
or 40. The conclusion from [5] was that the optimum
hidden layer has 18 units, and the obtained neural net-
work has almost identical results with the more tradi-
tional technique of polynomial transforms. We con-
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sidered that adding also neural networks to our study
can be of interest; this is because for high-end cameras
the camera responses exhibit an approximately linear
relationship with the mean reflectance, or Y tristimu-
lus value of the grey sample, while for low-end cam-
eras this relationship is nonlinear. Our purpose in the
case of ANN solution is again to obtain the smallest
complexity, so we decided to use the method from [6]
for training. This training method uses MDL as stop-
ping criterion in order to avoid over-fitting and has a
feed-forward neural network architecture with a sin-
gle hidden layer.

2 Camera Characterization
For the characterization of cameras, linear transforms
are considered fundamental [7, 8]. The camera char-
acterization is the relationship between device co-
ordinates (RGB) and some-device independent color
space, such as CIE XYZ.

The polynomial approach appears to be a com-
mon method for obtaining the XYZ tristimulus val-
ues. This approach was also used in [8] for compar-
ing a high-end digital camera with a low-end digital
camera, in terms of accuracy of colorimetric char-
acterization and “What You See Is What You Get”
color texture simulation. Their conclusion was that
the high-end digital camera clearly outperformed the
low-end digital camera used in tests, in terms of
texture simulation. The high-end camera produced
mostly acceptable and good matches while the low-
end camera produced mostly bad matches. We can
also drawn the conclusion that polynomial transforms
do not have good performances for low-end cameras,
and we consider this to be in connection with their
stronger nonlinear characteristics when compared to
high-end cameras.

The most common and efficient method for char-
acterizing a digital camera is to use a chart contain-
ing a set of colors of known tristimulus values. These
charts include neutral patches that may be used to lin-
earize the camera RGB responses, and colored patches
that may be used for camera characterization to CIE
XYZ values.

3 Minimum Description Length
We start this section by defining the complexity of a
given model M as

Cn(M):= log
∑

xn∈Xn

P (xn | θ̂(xn)), (1)

where P̄ is a probability distribution on Xn (P̄ is not
necessarily in M).

To get a first idea of why Cn is called model com-
plexity, we note that the more sequences xn with large
P (xn | θ̂(xn)), the larger Cn(M). In other words, the
more sequences that can be fit well by an element of
M, the larger M’s complexity.

MDL tells us to pick the model M(j) maxi-
mizing the normalized maximum likelihood (NML)
P̄NML(D | M(j)), or, equivalently, minimizing

− log P̄NML(D | M(j)) = − log P (D | θ̂(j)(D)) +

Cn(M(j)) (2)

From a coding theoretic point of view, we associate
with each M(j) a code with lengths P̄NML(· | M(j)),
and we pick the model minimizing the codelength
of the data. The codelength − log P̄NML(D | M(j))
has been called the stochastic complexity of the data
D relative to model M(j) [9], whereas Cn(M(j)) is
called the parametric complexity or model cost of
M(j). We have already indicated that Cn(M(j)) mea-
sures something like the ‘complexity’ of model M(j).
On the other hand, − log P (D | θ̂(j)(D)) is minus the
maximized log-likelihood of the data, so it measures
something like (minus) fit or error – in the linear re-
gression case it can be directly related to the mean
squared error. Thus, (2) embodies a trade-off between
lack of fit (measured by minus log-likelihood) and
complexity (measured by Cn(M(j))). The confidence
in the decision is given by the codelength difference∣∣∣∣− log P̄NML(D | M(1))− [− log P̄NML(D | M(2))]

∣∣∣∣.
In general, − log P̄NML(D | M) can only be eval-
uated numerically, except the case when M is the
Gaussian family. In many cases even numerical eval-
uation is computationally problematic.

We will use MDL for modeling our data, in or-
der to compare three models for camera characteriza-
tion. Taking into consideration the polynomial trans-
forms used in [5] and computational simplicity issues
we considered the following models:

1. Polynomial model

M1 = a0+a1R+a2G+a3B+a4RG+a5GB+ (3)

a6RB + a7R
2 + a8G

2 + a9B
2 + a10R

2GB+

a11RG2B + a12RGB2 + ε.

2. Fourier sine model (we considered camera re-
sponse functions to be even)

M2 = a0 + a1 sin R + a2 sin G + a3 sin B+ (4)

a4 sin RG + a5 sin GB + a6 sinRB + a7 sin 2R+
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a8 sin 2G + a9 sin 2B + a10 sin 2RG+

a11 sin 2GB + a12 sin 2RB + ε.

3. Neural network model. We will not include
this model in the current computation, but we will give
the results of using this model in Section 4. We just
specify here that we start with a minimum size model,
selectively add the needed neurons and prune the less
fit neurons.

In order to estimate the optimal model by using
the MDL principle we need to compute the stochas-
tic complexity. The MDL principle states that the
best model/model class among a collection of tenta-
tively suggested ones is the one that gives the smallest
stochastic complexity to the given data. In fact, by
using the MDL principle we are looking for an op-
timal trade-off between the model complexity, which
in our case is given by the number of coefficients and
goodness-of-fit. The model complexity is increasing
with the number of coefficients because the more co-
efficients M1 or M2 has, the more bits we need to
describe it. Both models: polynomial model M1 and
sine Fourier series model M2 will be used to com-
press the description of data points. The RGB values
are regarded as given so we do not have to encode
them.

When dealing with color images, which are multi-
compo-nent images, a common problem is how to ex-
ploit the information present in various components.
We have used a multi-dimensional Gaussian probabil-
ity like in [4], to model the residual noise ε, se we
considered the following density function:

PX,Y,Z(ε,M) = (5)

qd

(
√

2π)d
√

Σ
exp

[
−({X,Y,Z} −M)2

2Σ2

]
,

where Σ represents the model of correlation between
components and the amplitude of the noise.

Encoding the model M means to encode its pa-
rameters ai for i = 0 − 12. This encoding will give
us the complexity term. The overall optimum depends
on both the degree of the polynomial and the precision
with which the parameter values are encoded. Nor-
mally, we expect that the squared error to decrease as
the order of the selected model is increasing, but the
complexity of the model is increasing. We need to
compute the maximum likelihood of data for the cor-
responding density function. The system formed by
the following equations is obtained:

∂ log P

∂ai
= 0, (6)

for i = 0, . . . , 12. The NML density function is con-
sidered:

f̂(yn, γ) =
f(yn, γ, β̂, Σ̂)∫

Y (τ0,R)

f(zn, γ, β̂, Σ̂)dzn
, (7)

where y = {X,Y,Z} and

Y (Σ0, R) =
{

zn : Σ̂(zn) ≥ Σ0, β̂
′(zn)Σβ̂(zn) ≤ R

}
.

(8)
The selection criteria is given by:

min
γ∈Ω

{
(n − k) ln

nΣ̂
n − k

+ k ln(nR̂) − (9)

ln
n

n − k
− (k + 1) ln k

where k denotes the number of elements in γ and
R̂ = 1

n β̂′ (s′s) β̂ with s = {R,G,B}. The model
that minimizes the above expression is the one that
fits the data best. We will prefer the model class with
the smallest stochastic complexity with respect to that
model class.

4 Experimental Results
For the results presented in this extended abstract
we have used the Macbeth ColorChecker chart which
contains a number of 24 patches. 160 training sam-
ples and 80 test samples were captured using this chart
with a two mega-pixels Nokia N90 camera phone. As
suggested in [5], we turned the automatic white bal-
ance off, in order to obtain an effective camera charac-
terization. The training samples were used to train the
neural network and to determine the stochastic com-
plexity using the MDL formalism for polynomial and
Fourier sine models.

i 7 8 9 10 11
M1 -170.2 -211.4 -264.4 -260.3 -254.2
M2 -163.5 -232.8 -268.9 -263.4 -234.3
Table 1. Stochastic complexity of M1 and M2.

In Table 1 the results for the two models M1 and
M2 are presented. On the first line the number of free
parameters ai, with i ranging from 7 to 11, is given.
The results for values smaller than 7 or bigger than 11
are increasing, so we consider them not to be of in-
terest. For space economy we decided not to display
them. On the second line the results for the polyno-
mial model M1, and on the third line the ones for
the Fourier sine model M2, are given. From these
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results we conclude that for the both models the best
model order is 9. The Fourier series model M2 has
the smallest stochastic complexity, so it is the best one
for the given data.

For the neural network model, we started with 3
input and output units, and 1 hidden unit. The neu-
ral network was trained by adding units in the hidden
layer using a procedure with a MDL stopping crite-
rion similar with the one presented in [6]. The resulted
neural network contained about 26 hidden units. The
presented results are average values from training the
neural network models 10 times.

Model M1 M2 ANN
Median CIELAB error 1.78 1.22 1.31
Maximum CIELAB error 35.4 32.8 44.2

Table 2. Performance of tested models.

The obtained models were then tested using the
test samples. The color errors between measured and
estimated tristimulus values were computed using the
CIELAB color difference formula. The maximum
and median CIELAB errors for the used 3 models are
given in Table 2. We note that better performances
are obtained by the models with a stronger nonlinear
character.

5 Conclusions
In this paper, the MDL formalism has been used to
study the low-end digital camera characterization of
a Nokia imaging phone. Three different models have
been considered: polynomial transforms, Fourier sine
transforms, and neural networks. Better performances
were obtained for the models with higher nonlinear
characteristics. The abilities of camera characteriza-
tion models based on Fourier sine and neural networks
are slightly similar and better than those of the poly-
nomial model.
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