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Abstract: Given o units of data and a digraph G = (V, E') whose edges have delays, bandwidth constraints, and
are labeled by terminals from a CFG (context-free grammar) G. A path p adheres to G’s path constraints iff the
concatenation of all terminals along p forms a word of the language generated by G. The all-pairs quickest CFG
labeled-path distance problem is: for all pairs of vertices, find the minimum path-cost to send o data units ac-
counting for edge delays while adhering to labeled path and bandwidth constraints. This paper iteratively applies
dynamic programming-based labeled path algorithms to CFG-labeled bandwidth-stratified induced subgraphs of
an input graph. More precisely, we use Rosen, Sun and Xue’s quickest-path algorithm [14] as a framework giv-
ing bandwidth-stratified induced subgraphs. This approach is far more efficient than naively applying dynamic
programming-based labeled path algorithms to bandwidth-augmented CFG-labeled graphs from algorithms such
as Chen and Chin’s [4]. Although, bandwidth-augmented graph algorithms, like Chen and Chin’s, have merit for

other applications of dynamic programming.
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1 Introduction

Consider a digraph G = (V, E)) whose edges are la-
beled with the terminals of a CFG G and each edge has
one of » bandwidths b, > --- > b; > 0. Let G’s non-
terminals be in the set N and rules in the set R. As-
sume G is in Chomsky normal form. By combining a
CFG labeled all-pairs shortest-path algorithm of Bar-
rett, Jacob, and Marathe [1] with a quickest path algo-
rithm of Rosen, Sun, and Xue [14] this paper gives an
O(r(E| + [VPINI|R]) or O(|E[? + | E|[V*|N||R])
all-pairs quickest CFG-labeled path distances algo-
rithm, since r < |E|. This assumes the edge weights
or delays are non-negative.

For DAGs (directed acyclic graphs) labeled by
Dyck and semi-Dyck CFGs [8] with a constant num-
ber of terminals, combining Rosen, et al.’s algorithm
with Bradford and Choppella’s [2] gives an O(| E|? +
|E||V]“log |V]) quickest path algorithm, where w is
the matrix multiplication exponent for multiplying a
V| x |[V| by a |V]| x |V| matrix. Bradford and
Thomas [3] give a shortest path algorithm for graphs

*An extended version of this paper is also being submitted to
a Journal.

with positive and negative edge weights whose unla-
beled versions have no negative cycles. They use a
Johnson-style edge re-weighting and then apply Bar-
rett, et al.’s O(|V|?| N||R|) algorithm to solve the all-
pairs shortest path problem on this class of labeled
graphs. Bradford and Thomas’ algorithm has cost
dominated by the O(|V[’|N||R|) time for invoking
Barrett, et al.’s algorithm.

Our motivation is driven by a cryptographic con-
strained routing problem: In optimizing cryptographic
routing, different cryptographic protocols generally
do not commute. Let m be the plaintext and c be a
ciphertext, then two cryptographic functions £ and &’
commute iff

c = Enl&,Imll = &, [m]],
m = Du[Dhld] = Diy (D),

for all valid keys k; for £ and all valid keys ko for
&’. Several public key protocols are commutative, for
example two RSA public key systems using the same
modulus commute [6, p. 8].

Of course, for every encryption there must be a
symmetric decryption. This paper does not deal with
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key distribution. Thus, we must choose a path in a
network that suitably pairs encryption and decryption
functions.

To model the cryptographic constrained routing
problem consider graphs whose edges are labeled by
open and closed parentheses as a way to model en-
cryption and decryption in networks. See Figure 1,
where dummy nodes are inserted between neighbor-
ing nodes to model encryption and decryption be-
tween neighbors. For this figure, note: triple DES,
Twofish (TF) and AES have no known commutative
properties. Thus, Figure 1(b) represents the case of
non-commutative cryptographic functions that do not
provide a suitable cryptographic connection.

Dyck and semi-Dyck languages are parenthesis
languages [8] allowing several types of parentheses.
Dyck languages allow reductions using both right-
inverses and left-inverses where semi-Dyck languages
are more restricted.

The Dyck language D and the semi-Dyck lan-
guage sD are both context-free languages derivable
from the following grammars:

D = ¢|DD|a;Dajt
D = ¢|DD|aDa;"|a; ' Da,

forall 7 : £ > ¢ > 1 where the terminals a; are open
parentheses and a; 1 are close parentheses.

Labeled Shortest-Path Algorithms. In addition
to other important results, Barrett, Jacob, and
Marathe [1] gave two dynamic programming based
CFG labeled digraph shortest-path algorithms. Their
fastest algorithm costs O(|V'|3| N||R|). Bradford and
Choppella [2] find shortest paths on Dyck and semi-
Dyck labeled DAGs in O(|V'|“ log |V|) where w is the
exponent of the best |V'| x |V times |V'| x |V | matrix
multiplication. These two CFGs are assumed to have
a constant number of terminals.

Dynamic Programming Solutions of the Quick-
est Path Problem. Different cryptographic network
paths have different delays. For example, security-
based delays may be caused by: negotiating crypto
protocols, generating and exchanging keys, and even
encryption and decryption may have different costs.
Other sources of network delays include physical net-
work distance, network media, and routing.

Chen and Chin [4] showed the principle of opti-
mality fails for the quickest path problem since a sub-
path of a quickest path is not necessarily a quickest
path. Thus direct applications of dynamic program-
ming to quickest path problems does not work. Cur-

rently, quickest path algorithms either (1) augment in-
stances of the quickest path problem into larger in-
stances of shortest path problems—which are amenable
to dynamic programming [4], or (2) solve the quick-
est path problem iteratively using bandwidth stratified
graphs [14]. Here, each bandwidth stratified graph is
amenable to dynamic programming and the solutions
are easily combined.

The Quickest Path Problem and Labeled Shortest
Paths. There are numerous variants of the quickest
path problem, see for example Pascoal, et al. [13].
Park, et al. [12] provide an overview of relevant al-
gorithmic work on the quickest path problem.

Given a digraph G = (V, E), Chen and Chin [4]
give an O(r(|E| 4 |V|log|V])) solution to the quick-
est path problem with » bandwidths. Their method
converts an instance of the single-source quickest path
problem into an augmented instance of the single-
source shortest path problem. Solving this larger in-
stance of the shortest path problem solves the given
instance of the quickest-path problem. In particu-
lar, given a digraph G = (V, E) with edge weight
and bandwidth functions, their method constructs a
new graph G/ = (V' E') where |E'| = O(|E|?)
and [V/| < |V||E|] = O(|V|®), see [4]. This
means applying Barrett, et al.’s O(|V[’|N||R|) all-
pairs CFG-labeled shortest path algorithm to G’ costs
O(|V|°|N||R|). Also, Park, et al.’s [12] algorithm for
solving the quickest-path problem gives similar com-
plexity blow-up.

Applying Chen and Chin’s single-source al-
gorithm from each of the |V| nodes gives an
O(|VI||E|* + |V || E|log |V]) time all-pairs quickest-
path algorithm. However, Lee and Papadopoulou [10]
as well as Chen and Hung [5] both give O(|E||V|?)
all-pairs quickest path algorithms. These algorithms
use greedy methods which are naturally stratified by
bandwidths.

Assumptions. All graphs in this paper have positive
bandwidths and no self-loops. The graphs may have
multiple edges between two nodes provided each edge
has a different terminal labeling it.

This paper presents Rosen, et al.’s algorithm di-
rectly with Barrett, ef al.’s algorithm. This is because
Bradford and Thomas’ algorithm directly uses Bar-
rett, et al.’s algorithm and Barrett, et al.’s algorithm
is simpler than Bradford and Choppella’s.
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TF AES  3DES 3DEST  AES® TF?
® > @ >0 >0 1) >0 >0
[ ( { } ) ]
Part (a): Matching Cryptographic Protocols
AES 3DES AES™ 3DES™
® >® >@ >® >0
( { ) }

Part (b): Protocols Not Properly Matching

Figure 1: Two examples of parenthesis labeled paths, assuming the encryption and matching decryption functions
have matching keys. We assume the keys are already distributed to the cryptographic functions. 3DES is triple
DES, TF is Twofish and AES is the Advanced Encryption Standard, see [16].

2  Quickest CFG-Labeled Paths

A labeled directed graph (LDG) G = (X, V, E) is
a multigraph consisting of a set V' of vertices and an
edge set

ECV xVx(ZU{e})

of labeled, directed, and weighted edges. Say there is
an edge from node u to node v with label ¢, then the
weight of this edge is w(u, v,t) and this weight may
be called its delay or lead time. Given e = (u,v,t) €
E, then the label function is I(e) = ¢.

An LDG G is a multigraph in that it may have
several edges (all labeled differently) between any two
nodes. In particular, take two edges, both from u to v:
e1 = (u,v,t1) and ex = (u,v,t2). If t; = to, then
w(u,v,t1) = w(u,v,ty) and b(u, v, t1) = b(u, v, ta).
That is, if ¢ = 9, then e; and eq are the same edge
between u and v.

A context-free grammar G = (N, X, R, A;) con-
tains the start symbol A, and a set of: nonterminals
N, terminals X3, and rules R, see for example [8]. Let
€ ¢ 3, be the empty symbol and assume any context-
free grammar is in Chomsky normal form. Given a
CFG g, a string of terminals s is derivable from G iff

s € L(G).

Definition 1 (Labeled Paths) Given a LDG G =
(2,V,E) with CFG G. Let p &

vi o v

indicate there is a path p from node v; to
node v; in G whose labeled string I(p) =
l(vi, vi41) - - - l(vj—1,v;) can be derived by starting
from the non-terminal A of G.

Definition 2 (Labeled Directed Graph Problem)

Given a LDG G = (%, V, F) and its associated
CFG G having start symbol A;, then for every
pair of vertices (u,v) C V x V find the shortest

labeled path p : u A v so that l(p) € L(G).

Barrett, et al.’s O(|V'|3| N || R|) algorithm is given
in Figure 3. Its initialization function is in Figure 2.

Barrett, et al.’s algorithm [1] assumes a heap H
containing the triples D = V x V x N. D(u,v, A)
starts as an approximation of the shortest path dis-

tances of a path u 4 v where A is a non-terminal.
Note in CNF each terminal is at the end of a rule com-
ing from a non-terminal. When D (u, v, A) is put in S
then D(u,v, A) is the shortest labeled-path distance
from u to v. P(u,v, A) is a pointer to heap element
D(u,v, A).

2.1 Extending the Labeled Path Problem

An edge from node u to node v with label ¢ has band-

width b(u,v,t) > 0. Let o be the units of data to

be transmitted, then the quickest path problem assigns

the total weight w(p) to the path p = v9 — v —
-+ — vy, as follows:
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// Given an LDG G = (X, V, E) where the grammar is in CNF.
1. Initialize-Matrix _D(G)

2. for all pairs (u,v) € V x V do

3. for all nonterminals A € N do

4. D(u,v,A) «— oo

5. for all vertices v € V do

6. D(v,v,As) < 0, where A is the start nonterminal

7. for all edges (u,v) € E do

25

8. for all productions A — t where ¢t € ¥ do

9. if [(u,v) =t then
10. D(u,v,A) < D(u,v,t) «— w(u,v,t)
11. Return D

Figure 2: Initializing Barrett, Jacob, and Marathe’s All-Pairs Shortest CFG Labeled Path Algorithm.

where for the path p the total delay is:

k—1

dip) = > d(vi,vis1)

i=0
the path p has the label
lp) = Ilvo,vn) -+

where juxtaposition of edge terminals represents con-
catenation and the bandwidth of the path p is:

bp) =

l(vk‘—la vk)v

k—I{lzhilZO{ b(vi, viea) }-

Given a LDG G = (X, V, E) associated CFG G
and delay function d and bandwidth constraint func-
tion b. Then for any pair of vertices (vg, vg) € V x V
and for the start non-terminal A from G,compute the
minimal CFG-constrained path distance:

. o
T(Uo, Uk, U) = m}\n { d(p) + m } ’
g~ v p

so I(p) € L(G). The quickest path problem for la-
beled directed graph problem is:

Definition 3 (All-Pairs Quickest Labeled Path Dis-
tances Problem)

Given ¢ units of data to be transmitted in an LDG
problem G = (3, V, F) and its associated CFG G

with start symbol A, and each edge has a band-
width from b, > --- > by > 0. Then the all-pairs
quickest labeled path distances problem is: For
all pairs of nodes (u,v) € V x V and for all paths

p: u s v such that I(p) € L(G), then find the
minimal path distance T'(u, v, o).

2.2 Rosen, et al.’s Quickest-Path Algorithm

Rosen, Sun, and Xue solve the quickest path problem
by stratifying the input graph by bandwidths.

Definition 4 (Rosen, ef al. [14]’s Graph Stratifica-
tion, see also [10])

Given G = (V, E) along with edge delays d and
bandwidth constraints b. Assume the bandwidths
of the edges of G are b, > --- > b > 0.
Let G(b;)) = (V,E(b;)) where (u,v) € E(b;) iff
(u,v) € E and b(u,v) > b;.

The next theorem gives cases where the principle
of optimality holds in bandwidth-stratified induced
subgraphs of the input graph.

Theorem 5 (Rosen, Sun, and Xue [14]) Given
o units of data to transmit through a digraph
G = (V,E) with edge delay function d and
bandwidth constraint function b.

Let p be a quickest path from sto tin G. Then

1. p is a shortest path in G(b(p)) from s to ¢
considering only the delay function d,

2. any sub-path of p is a shortest path in
G(b(p)) considering only the delay function
d.
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1

2

3

4.5 — 0

5. while H # () do
6

7

8

21. Return D

. Fast BIM(G) // where G = (3, V, E)
. Initialize-Matrix_D(G)
. Initialize-Heap_H(G)

D(u,v, X) « extractMin(H)
S«— Su{D(u,v,X) }
for all productions of the form A — BC' do

9. if B = X then

10. for all vertices vy € V do

11. L — P(u,vg, A)

12. val «— D(u,v, B) + D(v, v, C)
13. if val < D(L) then

14. decreaseKey(H, L, val)

15. if C' = X then

16. for all vertices ug € V do

17. L — P(ugp,v, A)

18. val «— D(ug,u, B) + D(u,v,C)
19. if val < D(L) then

20. decreaseKey(H, L, val)

Figure 3: Barrett, Jacob, and Marathe’s O(|V [2| N||R|) All-Pairs Shortest CFG Labeled Path Algorithm [1].

Recall this paper is focused on shortest-path dis-
tances and not actually producing the shortest paths
themselves.

Theorem 6 (Rosen, Sun, and Xue [14]) Given a
digraph G = (V, E) along with edge delays d and
bandwidth constraints b. Let p; be a shortest
path from s to ¢ in G(b;), forall b, > --- > b; > 0,
only considering the delay function d given o
units of data. If

b(p1) r>j>1 P;j)

then p; is a quickest path from s to ¢t in G for o
units of data.

dp)) + — = min { d(pj) + % }

3 Rosen, et al. as a Framework

Given a LDG G = (%, V, E) with delays d and band-
widths b, > --- > b; > 0. The next definition is a
trivial generalization of Rosen, et al.’s Definition 4.

Definition 7 (See Rosen, ef al.’s Definition 4.)
Given an LDG G = (X,V,E) along with

edge delays d and bandwidth constraints
by > - > by > 0. Let G(b;) = (£,V,E(b:))
where (u,v) € E(b) iff (u,v) € FE and
b(u,v) > b;.

The principle of optimality also holds for short-
est CFG labeled paths as is shown in the next lemma.
This lemma is a generalization of Rosen, et al.’s The-
orem 5.

Lemma 8 Given o units of data, consider the
problem of finding CFG labeled shortest paths in
LDGs G = (%,V, E) with CFG G along with edge
delay function d and bandwidths b, > --- > by >
0.

Let p be a quickest labeled path from s to ¢ in
G. Then

1. pis a shortest labeled path in G(b(p)) from s
to ¢ considering only the delay function d,

2. any labeled sub-paths p; = s L and P2 =

kS tof p=s 4 t are both shortest labeled
paths in G(b(p)) considering only the delay
function d provided A — BC'is a rule of G.
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1. RSX(G, o)

2.for j — 1tordo
3. foralls,t:|V]|>s,t>1do

forall s,t:|V|>s,t > 1do

k—1; m«—di(s,t) + blé,t)

b]' (S,t)

m <— dj(s,t) + m

10.  Quickest-Distance(s, t) < m

5.
6.
7. forj <« 2tordo
8.
9.

// where G = (V, E) with delay function d and bandwidths b, > --- > b; > 0

4. Compute a shortest path p’s distance d;(s, t) from s to ¢ in G(b;)
considering only the delays d
Store the minimal bandwidth in p between s and ¢ in b; (s, t)

if m > d;(s,t) + =% then

Figure 4: Rosen, Sun, and Xue’s Quickest Path Algorithm [14]: RSX.

Proof: In the first part of the proof follows that of
Rosen, et al.’s Theorem 5 very closely. In particular,
let p be a quickest labeled path from s to ¢ in G and
suppose ¢ is any shortest labeled path from s to ¢ in
G(b(p)). First, b(g) > b(p) because ¢ is in G(b(p)),
and see [14]. Moreover,

o o
p)+—— < dq)+ ——,
e = T

but this means d(q) > d(p), thus p is a shortest path

in G(b(p)).

In the second part of the proof, given a LDG G
and CFG g, the labeled path problem exhibits the fol-
lowing variation of the principle of optimality: Let A
be a non-terminal from G.

Given any shortest labeled path p = u 4 vin
G, then any labeled subpath of p whose terminals are
derivable from A is also a shortest labeled path.
There are two cases:

Case 1: A — a. Assuming a € 3.
In this case, u ~> v is a single edge (u, v, a) and
trivially, it satisfies the principle of optimality.
Case 2: A — BC. Assuming {B,C} C N.
In this case, there must be some node £ € V' so

that u 2 k and k -5 v. Where both of these
paths must also be labeled shortest paths.

This completes the proof. ]

Rosen, et al.’s Theorem 6 also generalizes for la-
beled quickest paths to give:

Theorem 9 Given a LDG G = (X, V, E) with as-
sociated CFG G along with edge delays d and
bandwidth constraints b. Let p; be a shortest
labeled path from s to ¢t in G(b;), for all b, >
.-+ > by > 0, only considering the delay function
d given o units of data. If

o+ 52 = a2

then p; is a quickest labeled path from sto ¢t in G
for o units of data.

The proof is a straight forward generalization of
Rosen, et al.’s proof.

Ifd,(s,t) > --- > di(s,t), then all quickest-path
distance candidates from s to ¢ are d; (s, t) + 7, for all
i :r > ¢ > 1. This is because, in this case the delays
are strictly decreasing from d,, down to d; while the
sequence 3~ < --- < g is strictly increasing.

Lemma 10 Consider Rosen, et al’s algorithm
(Figure 4) given ¢ data units and a digraph G =
(V, E') along with edge delay function d and band-
widths b, > --- > b; > 0. Then without loss, we
may assume d;1(s,t) > di(s,t) foralli:r > i >
1.

Proof: Let p;;1 be a shortest path with delay
di+1(s,t) and let p; be a shortest path with delay
d;(s,t). All edges of p;y; have bandwidths of b;;
or larger and all edges of p; have bandwidths of b; or
larger.
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Replace lines 3-5 of RSX

\ Cost of Combined Algs \ Significant Details

Barrett, et al. [1's O([V[N[R]) | O(EP + [E|[V]’|N|[R])

Non-neg. Edge Delays

Bradford and Choppella [2]

O(|E]? + |E||V|®log |V]) | Dyck and Semi-Dyck Langs.

on DAGs with a constant
number of symbols

Bradford and Thomas [3]

O(|EI* + [E|IVPIN||R])

Neg or Positive edge Delays
but no negative cycles in the
unlabeled version of the graph

Figure 5: Summary of All-Pairs Context-Free Grammar Labeled Shortest Path Distance Results

If div1(s,t) > di(s,t) then there must be at least
one bandwidth b; edge in p; since the only differ-
ence between G(b(p;)) and G(b(pit+1)) is G(b(pi))
can have bandwidth b; edges. This is true even if all
of p;t1’s edges have larger bandwidths than b; 1.

If d(s,t) = dy—1(s,t) and since b, > b,_1, then
it must be that

(o}

dr(s7t)+bg < dral(st)+

r r—1

Thus, we can discard d,_1(s,t) as contributing to
a quickest path. Note, d;+1(s,t) < d;(s,t) is im-
possible, since E(b;y1) C FE(b;). Thus, given
dy(s,t),---,di(s,t), consider the next cases:

Case 1: d,.(s,t) = -+ = diy1(s,t) > di(s,t). In
this case, only dy(s,t) + ¢~ and d;(s, ) + - can
give quickest path distances between s and t.
The values d,_1(s,t) through d;1(s,t) cannot
give quickest path distances.

Case 2: d,(s,t) > -+ > diy1(s,t) = di(s,t). In
this case, the quickest path distances from s to ¢
may be any of d;(s,t) + & forj:r>j>i+1

J
since d;(s,t) cannot contribute to a quickest
path distance.

In either of the aforementioned cases, the subse-
quent cases complete the proof:

Case A: d;(s,t) = d;—1(s,t). Here d;_1(s,t) cannot
contribute to a quickest path distance. Since
there is some j : 7 —i > j > 050 d;yj(s,t) =
di—1(s,t) where d; (s, t)+ﬁ+j may be a quick-
est path distance and b;—1 < b; < b; ;.

Case B: d;(s,t) > d;—1(s,t). Here we must consider

di—1(s,t)+ 5% Moreover, d;(s,t) > d;i—1(s, t)

indicates there is a bandwidth b;_; edge in a path
of delay d;_1(s,t) in G(bj—1).

Cases A and B may be repeatedly applied to de-
termine which bandwidths match with which delays
for computing all path distances. ]

Lemma 10 immediately gives an algorithm to find
quickest-paths given all delays and bandwidths and
Theorem 6.

The results given in this subsection immediately
give:

Theorem 11 Given o units of data to transmit
through an LDG G = (%,V, E) along with edge
delays d and bandwidth constraints 5. Then the
results given in Figure 5 hold.

4 Conclusion

This paper shows different methodological applica-
tions of dynamic programming have a substantial im-
pact on the efficiency of the solutions. In particular,
direct applications of dynamic programming to ex-
panded input structures may make dynamic program-
ming more expensive than applying dynamic pro-
gramming iteratively to substructures, then combining
the solutions of these substructures.

Future directions include: a distributed version of
quickest labeled path algorithms for large distributed
systems. First we would have to find a distributed
solution to the CFG labeled path problem. How-
ever, there are several distributed quickest path algo-
rithms [9, 15].

Also, building an efficient single-source labeled
shortest path algorithm would allow us to build a
single-source shortest path CFG-labeled quickest path
algorithm.

Acknowledgement: Thanks to Yang Xiao for sug-
gested modeling networks of crypto protocols using
labeled path problems.
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