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Abstract: -  In this paper, we apply the ISODATA to cluster NBA player positions according to their game 

statistics in regular season 2005-2006.  In the experiment, there were totally 214 players used to be examples. 
Three phases were processed during the experiment based on three different desired clusters (positions). In the 
first phase, three positions were classified. In the second phase, five positions were classified. In the third phase, 
seven positions were classified. We used confusion matrices to calculate the clustering accuracies. The 
experimental results show that less numbers of the desired clusters get better clustering results. 
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1  Introduction 
Two major data clustering approaches, the K-

mean algorithm and the Iterative Self-Organizing 
Data Analysis Technique (ISODATA), are often used 
to cluster samples into different groups based on 
statistical parameters. The K-mean algorithm assumes 
the number of clustering centers is given and uses an 
iterative method to calculate cluster centers. The 
ISODATA has more flexibility to determine 
clustering centers where means and standard 
deviations are utilized to cluster samples. Mainly, the 
ISODATA is an iterative method and uses two phases 
to determine cluster centers: a merging phase and a 
splitting phase. In the merging phase, two or more 
clusters are merged if the distances among these 
clusters are less than a threshold value. In the 
splitting phase, a cluster is divided into more clusters 
if its standard deviation is greater than a threshold 
value.  In brief, the procedure of the ISODATA is 
described as follows: determine clustering parameters; 
assign the sample to current cluster centers; discard 
the clusters if their sample sizes are less than the 
desired value; calculate the average distance for each 
cluster; calculate the overall average distance for the 
entire sample space; find the maximum component 
among the standard deviations; split a cluster if 
necessary; merge clusters if necessary.  The 
computational details can be found in [1].  

Recently, the ISODATA is widely applied to 
cluster numerical data in many areas. It has been 
applied to increase the sensitive of Magnetic 
Resonance Imaging (MRI) parameters to detect the 

damage of tissue in ischemic stroke [2]. The 
ISODATA has also been utilized to reduce the 
computational complexity for a Gaussian-Mixed-
Model-based speaker recognition system [3]. An 
ISODATA-based color clustering method has been 
proposed to extract caption segmentation from videos 
using topographical features where the ISODATA 
served to cluster similar colors. A fast 
implementation of the ISODATA has been presented 
to reduce computational time by sorting the points in 
kd-tree and estimation of dispersion of each cluster 
[4]. 

  In this paper, we apply the ISODATA to cluster 
the NBA (National Basketball Association in the 
United States of America) players’ positions based on 
the plays’ statistics of the season of 2005-2006.  The 
players’ data are obtained form the official website of 
NBA. Three phases were processed during the 
experiment based on three different desired clusters 
(positions). In the first phase, three positions were 
classified. In the second phase, five positions were 
classified. In the third phase, seven positions were 
classified. 
 
 
2  Background 

In this section, we introduce the background of 
basketball. We demonstrate an illustrative figure of a 
basketball court and introduce basketball players’ 
positions. We also explain the player positions shown 
on the official website of NBA [5]. 
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An illustrative figure for a basketball court is 
displayed in Figure 1 [6,7,8,9]. When playing a game, 
each team has five players on the court. The five 
players are regularly numbered from 1 to 5 according 
to the locations where they play. The five players are 
described as follows [6,7,8,9]: 

1. Player 1 (Point guard, PG): This player plays 
a very important role to handle and coordinate the 
offense.  He should know everything about the game 
plan and make decisions to deliver the ball to an 
appropriate player using his excellent passing and 
dribbling skills. 

2. Player 2 (Shooting guard): This player is 
primarily designed to get points during a game using 
his good shooting skills. He may also pass the ball to 
the post players (power forward and center) and 
therefore usually plays the wind area.  

3. Player 3 (Small forward, SF): This player 
plays a mixing role consisting of guards and post 
players. He is also one of the important players to run 
the defense with his excellent defense skills. 

4. Player 4 (Power forward, PF): This player is 
primarily designed to get the rebounds during a game 
using his strong body to physically contact the 
opponent players.  

5. Player 5 (Center, C): This player is probably 
the tallest person on the team using his good catching 
skills and helps his team  hrun the offense.  On 
defense, He is also the last player to prevent from 
shooting made by the opponent.  

According to the official website of the NBA, 
players are basically clustered into three fundamental 
positions: center, forward, and guard.  Since some 
players play two positions, the NBA then uses seven 
positions to categorize the players.  The seven 
positions are explained as follows: 

 
1. C: playing a center position. 
2. C-F: playing both center and forward 

positions but mostly playing a center position.  
3. F: playing a forward position. 
4. F-C: playing both forward and center 

positions but mostly playing a center position. 
5. F-G: playing both forward and guard 

positions but mostly playing a forward 
position. 

6. G: playing a guard position. 
7. G-F: playing both guard and forward 

positions but mostly playing a guard position. 
 
 

 
 
Fig. 1: An illustrative figure of basketball court 

(taken form [6,7,8,9]) 
 
 
3 Experimental Setups  
3.1 Data acquirement 

In this experiment, the data are obtained from the 
official website of NBA [5]. We selected the players’ 
statistics of regular season 2005-2006. All of the 
thirty teams are considered for the experiment. There 
are currently 410 players in the NBA. We selected 
those players who played at least 30 games in the 
season and played at least 20 minutes (in average) per 
game as our experimental samples. Of the 410 
players, 214 players are qualified to be the samples. 
Seven attributes are selected for this experiment 
including field goal percentage, three-point 
percentage, foul shot percentage, rebound, assistance, 
steal, and block. 

 
3.2 Data normalization 

The data were normalized using the min-max 
value normalization from a range of 10 to 255 
according to the following equation [10]  

 

newMinnewMinnewMaxoldMinoldMax
oldMinorigValue

NormValue

+−−
−

=

)(
 (1) 

 
where normValue is the normalized value; origValue 
is the original; oldMax and oldMin are the maximum 
and minimum of the original data set; newMax (=255) 
and newMin (=10) are the maximum and minimum of 
the normalized data set.   
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3.3 Procedure 
There are three phases in the experiment based on 

three different desired clusters (positions).  In the first 
phase, three desired clusters were assigned according 
to three different positions including a center, 
forward, and guard. The data in the three desired 
positions are obtained from the statistical data of the 
seven positions demonstrated on the NBA’s website 
[5], as mentioned early, by the following assignments: 

Desired position C (center) is obtained from NBA 
positions of C and C-F; desired position F (forward) 
is obtained from NBA positions of F, F-C and F-G; 
desired position G (guard) is obtained from NBA 
positions of G and G-F. 

In the second phase, the desired positions are the 
five regular positions: PG (Player 1), SG (Player 2), 
SF (Player 3), SF (Player 4), and PF (Player 5). 

In the third phase, the desired positions are exactly 
the same as the NBA’s seven positions.  
 
4 Experiment Results 
We used confusion matrices to evaluate the 
experiment results. The diagonal items in a confusion 
matrix represent the numbers of samples which are 
correctly clustered. However, the off-diagonal ones 
represent the numbers of samples which are mis-
clustered. During experiment, the computed cluster 
numbers varied depending on the parameters. If the 
number of the computed cluster centers is larger than 
the number of desired cluster centers we then 
assigned the computed clusters to appropriate the 
desired clusters (positions) for calculating accuracy in 
a confusion matrix.  For examples, if the number of 
desired positions is three (positions C, F, G) and the 
number of computed clusters is five, we need to 
assign the five computed clusters to the three desired 
positions to establish a confusion matrix to calculate 
the clustering accuracy. Tables 1 to 12 show the 
experimental results.  Figure 2 shows the 
experimental summary. 
 
 

Table 1: The confusion matrix of 3 desired      
clusters v.s. 3 computed clusters. 

Computed results Desired  
clusters C F G total 
C 27 18 0 45 
F 2 47 3 52 
G 1 25 91 117 
Total 30 90 94 214 
1. Clustering accuracy = 77.10%. 
 
 

Table 2: The confusion matrix of 3 desired 
clusters v.s. 5 computed clusters. 

Computed results Desired 
clusters C F G total 
C 25 18 0 43 
F 4 52 11 67 
G 1 20 83 104 
Total 30 90 94 214 
1. Clustering accuracy = 74.77%. 
2. The 5 computed clusters are appropriately assigned 

to C, F, and G positions. 
 
 

Table 3: The confusion matrix of 3 desired 
clusters v.s. 6 computed clusters. 

Computed results Desired 
clusters C F G total 
C 26 18 1 45 
F 3 45 3 51 
G 1 27 90 118 
Total 30 90 94 214 
1. Clustering accuracy = 75.23%. 
2. The 6 computed clusters are appropriately assigned 

to C, F, and G positions. 
 
 
 

Table 4: The confusion matrix of 3 desired 
clusters v.s. 7 computed clusters. 

Computed results Desired 
clusters C F G total 
C 25 18 0 43 
F 4 53 7 64 
G 1 19 87 107 
Total 30 90 94 214 
1. Clustering accuracy = 77.10%. 
2. The 7 computed clusters are appropriately assigned 

to C, F, and G positions. 
 
 
 

Table 5: The confusion matrix of 3 desired 
clusters v.s. 10 computed clusters. 

Computed clusters Desired 
clusters C F G total 
C 24 16 0 40 
F 5 59 6 70 
G 1 15 88 104 
Total 30 90 94 214 
1.   Clustering accuracy = 79.91%. 
2. The 10 computed clusters are appropriately 

assigned to C, F, and G positions. 
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Table 6: The confusion matrix of 3 desired 
clusters v.s. 14 computed clusters. 

 
Computed clusters Desired  

clusters C F G total 
C 25 18 0 43 
F 4 53 7 64 
G 1 19 87 107 
Total 30 90 94 214 
1. Clustering accuracy = 77.10%. 
2.  The 14 computed clusters are appropriately 

assigned to C, F, and G positions. 
 

 
 
 
 
 
 

Table 7: The confusion matrix of 5 desired 
clusters v.s. 5 computed clusters. 

Computed results Desired  
clusters C PF SF SG PG total 
C 25 16 2 0 0 43 
PF 2 18 2 1 0 23 
SF 2 15 17 7 3 44 
SG 1 3 12 27 23 66 
PG 0 0 6 15 17 38 
Total 30 52 39 50 43 214 
1. Clustering accuracy = 48.60%. 
 
 
 
 
 
 
 
 

Table 8: The confusion matrix of 5 desired 
clusters v.s. 7 computed clusters. 

Computed results Desired  
clusters C PF SF SG PG total 
C 25 16 2 0 0 43 
PF 2 18 2 0 0 22 
SF 2 15 18 6 1 42 
SG 1 3 11 28 22 65 
PG 0 0 6 16 20 42 
Total 30 52 39 50 43 214 
1. Clustering accuracy = 50.93% 
2. The 7 computed clusters are appropriately assigned 

to C, PF, SF, SG and PG positions. 
 
 

Table 9: The confusion matrix of 5 desired 
clusters v.s. 10 computed clusters. 

Computed results Desired 
clusters C PF SF SG PG total 
C 24 16 0 0 0 40 
PF 4 21 7 1 0 33 
SF 1 13 19 3 1 37 
SG 1 2 13 39 27 82 
PG 0 0 0 7 15 22 
Total 30 52 39 50 43 214 
1. Clustering accuracy = 55.14%. 
2. The 10 computed clusters are appropriately 

assigned to C, PF, SF, SG and PG positions. 
 
 
 
 
 

Table 10: The confusion matrix of 5 desired 
clusters v.s. 14 computed clusters. 

Computed clusters Desired 
clusters C PF SF SG PG total 
C 24 16 0 0 0 40 
PF 4 17 5 0 0 26 
SF 1 17 25 14 4 61 
SG 1 2 9 32 19 63 
PG 0 0 0 4 20 24 
Total 30 52 39 50 43 214 
1. Clustering accuracy = 55.14%. 
2. The 14 computed clusters are appropriately 

assigned to C, PF, SF, SG and PG positions. 
 
 
 
 
 
 

Table 11: The confusion matrix of 7 desired 
clusters v.s. 7 computed clusters. 

Computed results Desired 
clusters C CF F FC FG G GF total
C 14 1 0 1 0 0 0 16 
CF 6 5 11 3 1 0 1 27 
F 2 0 24 2 6 7 1 42 
FC 1 1 13 1 0 0 0 16 
FG 0 0 3 0 2 36 1 42 
G 1 0 9 0 5 45 5 65 
GF 0 1 5 0 0 0 0 6 
Total 24 8 65 7 14 88 8 214
1. Clustering accuracy = 42.52% 
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Table 12: The confusion matrix of 7 desired 
clusters v.s. 14 computed clusters. 

Computed results Desired  
clusters C C

F 
F F

C
F
G 

G G
F 

total 

C 11 3 3 2 0 0 0 19 
CF 9 5 14 3 0 0 1 32 
F 2 0 12 0 1 0 0 15 
FC 0 0 11 2 2 2 2 19 
FG 1 0 17 0 8 15 1 42 
G 0 0 3 0 2 49 1 55 
GF 1 0 5 0 1 22 3 32 
Total 24 8 65 7 14 88 8 214 
1. Clustering accuracy = 42.06% 
2. The 14 computed clusters are appropriately 

assigned to C, CF, F, FC, FG, G, and GF positions. 
 
 
 

0
20

40

60

80

100

3 5 6 7 10 14

number of computed clusters

A
cc
u
ra
cy

3 desired positions 5 desired positions

7 desired positions

 
 
 
 
 
 
5 Conclusions 

We applied the ISODATA to cluster NBA player 
positions based on their game statistics in regular 
season 2005-2006.  In the experiment, there were 214 
players used to be examples and three phases were 
processed based on different desired positions. We 
divided the examples into several clusters and used 
confusion matrices to calculate the clustering 
accuracies. The experimental results show that less 
numbers of the desired clusters get better clustering 
results.  This ISODATA-based clustering system 
could be used as a support system to help basketball 
coaches to recruit new players with statistical 
supports. Two common statistical clustering 
algorithms are often used to get clustering centers: 
the ISODATA algorithm and the K-mean algorithm. 

It might be interesting issue to compare the clustering 
results of both methods. 

To use more attributes and to apply more 
complicated methods (i.e. fuzzy clustering techniques) 
to correctly cluster the overlapped samples might be 
the directions for the future studies.  Further analyses 
using artificial intelligence techniques such as data 
mining and neural networks are also good research 
topics for future works.  
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