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Abstract: - This paper proposes a parameter-free classifier which combines K-means with Nearest Neighbor 
Rule (NNR) - called Incremental Cluster-based Classification (ICC). The classifier is used in low power and 
capacity devices such as Personal Digital Assistant (PDA) and Smartphone. In the training phase, ICC employs 
K-means to group instances into several clusters, and then incrementally separates the cluster into two clusters 
until the cluster members belong to the same type within each cluster. Thus instances have uniform class label 
within each cluster. In the predicting phase, ICC adopts NNR to find a centroid which is the nearest neighbor of 
the unlabeled instance. Since the training data are substituted by the cluster centroids; memory and computation 
requirements are decreased. K-means and NNR are both simple and efficient methods. ICC is easy to redo and 
have efficient performance and is, hence, suitable for low capacity hardware. In this paper, the prediction 
accuracy of ICC is evaluated and compared with those of NNR and Support Vector Machine (SVM). Our 
experimental results show that the prediction accuracy of ICC is comparable to NNR. Although NNR is the 
easiest to use and redo, it is sensitive to noises and consumes time and memory for a large dataset. Despite the 
higher accuracy of LIBSVM, it is time-consuming to select an appropriate kernel function and related 
parameters. ICC is parameter-free, simple to operate and easy to implement. Mobile users can complete their 
work more conveniently and accurately. 
 
Key-Words: - Classification, Parameter-Free, K-means, Nearest Neighbor Rule (NNR), Support Vector 
Machine (SVM), Mobile Devices 
 
1   Introduction 
Since wireless environment is becoming more and 
more convenient, mobile commerce or commercial 
transactions via mobile devices are rapidly developed 
in recent years. Analyzing and processing 
commercial and personal data using mobile devices 
is an important requirement for many application 
domains such as security and finance. These 
applications require the ability to analyze data 
quickly. Classification is a supervised learning 
technique. It offers the computer the ability to 
recognize objects. This technique is being 
extensively used in many fields, including 
Bioinformatics [1], Intrusion Detection System [2], 
Decision Support System [3] and more [4]. A 
classifier is always expected to be accurate, fast, 
simple to operate, easy to implement, robust and 
scalable [5]. 

Many useful tools have been employed for 
classification. Among them, Nearest Neighbor Rule 
(NNR) [6], which uses the nearest training instance to 
predict the class of the new instance, is 
parameter-free and easy to implement. As well, NNR 

is simple to operate and has high accuracy. However, 
it is sensitive to noises [7]. K-Nearest Neighbor Rule 
(K-NNR) [6] mitigates the adverse effects of noises 
by voting among K closest neighbors. It is difficult to 
decide a suitable value K for each situation [8]. Users 
may have to try many times and spend much time to 
find an appropriate value in different environments. 
Moreover, NNR and K-NNR are time and memory 
consuming in a large dataset [7]. They are unsuitable 
in mobile device which is low in power and capacity. 

Support Vector Machine (SVM) is one of the 
powerful machine learning techniques, which was 
introduced in 1995 by Vapnik [9] and derived from 
the statistical learning theory. This technique maps 
the non-separable data into a higher-dimensional 
feature space and establishes a hyperplane, which 
maximizes the margin from the hyperplane to the 
closest training instance. Thus SVM can predict the 
unlabeled instance by the hyperplane accurately. 
Unfortunately, selecting a correct kernel function and 
appropriate correlated parameters for SVM is a 
complex problem [10]. Optimizing the margin of 
separation require powerful hardware, therefore 
SVM is unsuitable to be applied in mobile devices. 
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Moreover, SVM is not easy to be understood for 
those without solid background of mathematics or 
machine learning, leading to poor interpretation of 
the results and failure to make the best use of SVM. 

In order to develop a useful classification 
algorithm for mobile devices such as the Personal 
Digital Assistant (PDA) and the Smartphone, we 
develop a new parameter-free classifier which 
combines K-means [11] with NNR, called 
Incremental Cluster-based Classification (ICC). In 
the training phase, ICC employs K-means to group 
the instances into K clusters, and then separate the 
cluster incrementally until the cluster members 
belonged to the same type within each cluster. Thus 
the instances have uniform class within each cluster 
and then the training data are substituted by the 
cluster centroids. In the predicting phase, ICC adopts 
the NNR to find the cluster centroids which are the 
nearest neighbor of each testing instance. Since the 
number of centroids is small, the performance of this 
method is effective. Moreover, K-means and NNR 
both are simple and efficient methods, hence ICC is 
easy to implement and suitable to be applied in 
mobile device. 

The rest of this paper is organized as follows. 
Section 2 gives a brief overview of the proposed 
method. Section 3 discusses the comparison of 
experimental results between ICC, NNR and SVM. 
Finally, conclusions are drawn in Section 4. 
 
 
2 Incremental Cluster-based 
Classification (ICC) Algorithm 
The general classifier usually consists of two 
principal phases: training and predicting. In training 
phase, ICC adopts the concept of the literature [12] to 
partition the dataset into the clusters incrementally 
and then the generated cluster centroids are used to 
construct the training model. ICC determines the 
class of the unlabeled instance by the training model 
in the predicting phase. The two phases are described, 
separately, as follows. 
 
 
2.1 ICC Training Phase 
Let a set of training instances X={x1, x2, x3, ..., xm}, 
and a training set R={<x1, t1>, <x2, t2>, <x3, t3>, …, 
<xm, tm>}, tm is the class label of each instance; d(xi, 
xj) represent the similarity between xi and xj, where i, 
j=1,2,3, …, m. 

The objective of this phase is to construct a 
training model which is developed as follows: 
Step 0: Initially K is set to the class number in the 

whole training set. 

Step 1: Employ K-means to group the instances into 
K clusters. Consequently, K clusters are 
represented by K centroids in this step. 

Step 2: If the class label of whole cluster members is 
the same in a cluster, this cluster will not be 
separated. Otherwise, separate the cluster into 
two clusters by K-means. 

Step 3: Repeat Step 1 and Step 2, until cluster 
members belonged to the same type within 
each cluster, respectively. Thus the cluster 
member type is uniform within each cluster 
and each cluster is associated to a class label 
that is its members. 

Step 4: Set the label ti to each centroid; let ti to be the 
same as that of each cluster. 

Step 5: Extract all cluster centroids. 
This phase is a process of the incremental 

clustering number with the accuracy condition; hence 
the cluster members are held by the same class within 
each cluster. The cluster centroids represent whole 
training instance set X, and the training model is 
constructed. The number of centroids is small. 
Therefore memory and computation requirements are 
decreased and the predicting performance of ICC will 
be effective. 

 
 

2.1 ICC Predicting Phase 
In this phase, ICC employs NNR to predict a class 
label of new instances. Consider a new instance y and 
its class label t is unlabeled. Firstly; ICC calculates 
the similarity between y and each centroids ci, and 
then finds the most similar one. Finally, ICC 
determines the class t of the new instance y as the 
class ti of the most similar centroid. 
 
 
3   Experimental Results 
In this paper, the performance of ICC is evaluated 
and compared with NNR and LIBSVM [13] by using 
the published benchmark datasets. The experimental 
results are based on the calculated accuracy rate (see 
Table 1). In these experiments, the accuracy rate is 
defined as follows: 

accuracy rate (%) = (the number of 
correct separation in X) / R  . 

As shown in Table 1, the comparison is based on 
5-fold and 10-fold cross validations and tested on 
five benchmark datasets. All of these datasets are 
found in UCI machine learning database [14]. The 
first is the Diabetes dataset which has 8 attributes and 
768 instances. The second is the Ionosphere dataset 
consisting of 34 attributes and 351 instances. The 
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third is the WDBC dataset which has 30 attributes 
and the size of instances is 569. The fourth is the 
Breast Cancer dataset which contains 10 attributes 
and the size of instances is 683. The fifth is the Wine 
dataset with 13 attributes and 175 instances. 

 
Table 1 The comparison of accuracy rate between 
ICC, NNR and LIBSVM 

Datasets 
 v-fold ICC NNR LIBSVM 

-Bad 
LIBSVM

-Best 
5 67.1 68.6 67.2 77.3 Diabetes 

(%) 10 66.4 70.0 68.2 77.2 
5 84.3 83.4 65.8 92.6 Ionosphere 

(%) 10 84.9 84 65.8 92.6 
5 88.9 91.2 62.7 96.1 WDBC 

(%) 10 89.3 91.1 62.7 96.5 
5 56.8 62.6 65.0 66.0 Breast 

Cancer 
(%) 10 60.0 61.5 65.0 66.6 

5 90.3 94.3 41.1 97.7 Wine (%) 
10 91.2 94.8 41.1 98.3 

 
As shown in Table 1, the prediction accuracy of 

ICC is comparable to that of NNR. Although NNR is 
the easiest to use and redo, it is time and memory 
consuming for a large dataset. ICC substitutes the 
whole training dataset by the cluster centroids. Hence 
the memory and computation requirements are 
decreased. For example, Wine and Ionosphere 
datasets are replaced with 14 and 97 cluster centroids, 
respectively. 

LIBSVM-Best indicates the best experimental 
results of LIBSVM, which we spent a lot of time to 
find. In each dataset, the best result of LIBSVM was 
used to find the different kernel type including linear, 
polynomial and RBF kernel functions. We obtained 
the best results of LIBSVM by using the RBF kernel 
function, whose associated parameter gamma was 
between 0.0001 and 10, and the parameter C was 
from 0.1 to 10000.  

The experimental results of LIBSVM with 
arbitrary kernel function and parameters are 
indicated by LIBSVM-Bad. The gray cells in Table 1 
indicate that LIBSVM is sensitive to parameter 
setting. Thus Users have to select the appropriate 
kernel function and parameters by trials and errors 
when they want to have a better result. Although 
LIBSVM outperformed ICC with regards to overall 
prediction accuracy, it is time-consuming to select an 
appropriate kernel and related parameters. In 
contrast with SVM, ICC is parameter-free, 
simple to operate and easy to redo.  
4   Conclusions 

In this paper, we proposed a parameter-free classifier; 
the Incremental Cluster-based Classification (ICC), 
which combines K-means with NNR. Experimental 
results showed that ICC could classify the data 
accurately, and its prediction accuracy is comparable 
to NNR. Since memory and computation 
requirements are decreased by replacing the training 
dataset with clustering centroids, the ICC predicting 
performance is effective. Users use ICC without 
having to find the appropriate parameter by trials and 
errors, so ICC is easier to use than SVM which need 
to explicitly specify the kernel function and 
parameters. ICC consists of K-means and NNR 
which are both simple and efficient methods. 
Therefore, ICC could be migrated to mobile device 
and use to assist mobile users to process their data 
more conveniently and quickly. 
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