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Abstract: We consider the positive radial symmetric solutions to the nonlinear problem div
�
jrujp�2ru

�
+

f(u) = 0 in BR = fx 2 Rn : jxj < Rg ; 1 < p < n; where f(u) = u
 + u� for u � 0: For some special values
of parameters 
 and � we give the positive entire solution. We examine the existence of local solutions and give a
method for its determination. Comparing the local and entire solution, the error can be investigated.
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1 Introduction

Many physical, chemical, biological and environmen-
tal processes are driven by diffusion and chemical or
biological reactions representing instantaneous inter-
actions.

We consider the solution u = u(jxj) for the radial
problem

�pu+ f(u) = 0 and u > 0 in BR; (1)

where BR = fx 2 Rn : jxj < Rg ; 1 < p < n;

�pu = div
�
jrujp�2ru

�
is the p-Laplacian of u

and

f(u) =

�
u
 + u� for u � 0;
0 for u < 0:

This problem is a generalization of the problem
of Lin and Ni [6]. The semilinear problem with su-
perlinear and supercritical exponents was considered
in [6] for the case p = 2:

We shall study the positive radial solution of (1),
i.e., the initial value problem (here r = jxj):

8>>><>>>:
r1�n

�
rn�1 ju0rj

p�2 u0r

�0
+ f(u) = 0

in (0;1) ;

u0r(0) = 0; u(0) = � � 0;

(2)

or equivalently,8>><>>:
(p� 1) ju0rj

p�2 u00rr +
n�1
r ju0rj

p�2 u0r + f(u) = 0
in (0;1) ;

u0r(0) = 0; u(0) = � � 0:
(3)

Positive radial solution of (1) is u = u(r) ,which
solves the initial value problem associated with (2)
(or (3)) for some � � 0, u(r) > 0 for r 2 (0;1) and
lim
r!1

u(r) = 0:

Our goal is to give the exact solution for the ini-
tial value problem of (2) (or (3)) for some special
values of the parameters. Moreover, we examine the
existence of local solution to the initial value problem
of (3) and we give a method for the determination of
the power series solution for given values of parame-
ters p; n; �, 
 and �. Comparing the exact and power
series solution we are able to �nd the error for some
cases.

2 Positive entire solution

Positive entire radial solution of

�pu+ f(u) = 0 (4)

is a function u = u(r) which solves (3) for some
� > 0, u(r) > 0 for r 2 (0;1) and lim

r!1
u(r) = 0:

Moreover, we suppose that p � 1 < 
 < p� � 1 and
� > p� � 1; p� = np

n�p ; the exponents 
 and � satisfy


 =
� + 1

�
(p� 1) and � = 
 +

1

�
; (5)
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where

� 2
�
(n� p)(p� 1)

p2
;
n� p
p

�
; (6)

i.e., 
 = �+1
p0 ; p

0 = p
p�1 :

Proposition 1 Let p; p0; n; �; 
; �; and f be as
above. Set

a =
1�

n
(�+1)p � 1

�� ; (7)

b =
(n� (� + 1) p)p

0

(� + 1) p

�
� p

p� 1

� 1
p�1

; (8)

u(r) = a

�
b

b+ rp0

��
:

Then u is a positive entire solution of (4) :

From straight forward computations we get

r1�n
�
rn�1

��u0(r)��p�2 u0(r)�0 =
�

�
�p0ab�

�p�1
(b+ rp0)

(�+1)(p�1)+1

�
n(b+ rp

0
) �(� + 1)prp0

�

u
(r) + u�(r) =

a
(�+1)(p�1)

� b(�+1)(p�1)+1
�
1 + a

1
�

�
(b+ rp0)

(�+1)(p�1)+1

+
a
(�+1)(p�1)

� b(�+1)(p�1)rp
0

(b+ rp0)
(�+1)(p�1)+1

To ful�l the equation (2) we must have

a
(�+1)(p�1)

� b(�+1)(p�1)
�
1 + a

1
�

�
=
�
�p0ab�

�p�1
n

and

(� + 1)p
�
�p0ab�

�p�1
=
�
�p0ab�

�p�1
n

�a
(�+1)(p�1)

� b(�+1)(p�1):

From here we get for a and b the same as in (7) and
(8). Both constants �t with [6] for the choice � = �+2

� ;
p = 2:

For the determination of the exact solution of (1)
we refer to the paper by Bognar and Drabek [1].

3 The existence of local solution

We shall form problem (3) as the system of special
Briot-Bouquet differential equations. For this type of
differential equations we refer to the book of E. Hille
[4] and E. L. Ince [5].

Theorem 2 (Briot-Bouquet Theorem) Let us assume
that for the system of equations

� dz1d� = u1(�; z1(�); z2(�));

� dz2d� = u2(�; z1(�); z2(�));

9>=>; (9)

where functions u1 and u2 are holomorphic func-
tions of �; z1(�); and z2(�) near the origin, more-
over u1(0; 0; 0) = u2(0; 0; 0) = 0; then a holomor-
phic solution of (9) satisfying the initial conditions
z1(0) = 0; z2(0) = 0 exists if none of the eigenvalues
of the matrix264 @u1

@z1

���
(0;0;0)

@u1
@z2

���
(0;0;0)

@u2
@z1

���
(0;0;0)

@u2
@z2

���
(0;0;0)

375
is a positive integer.

For a proof of Theorem 2 we refer to [2].
The differential equation (3) has singularity at

r = 0 for the case n > 1. Theorem 2 ensures
the existence of formal solutions z1 =

1P
k=0

ak�
k and

z2 =
1P
k=0

bk�
k for system (9), and also the conver-

gence of formal solutions.

Theorem 3 For any p; 
; �; n as above, the initial
value problem (3) u(0) = �; u0(0) = 0 has an unique
analytic solution of the form u(r) = Q

�
rp=(p�1)

�
in

(0; A) for small real value of A, where Q is a holo-
morphic solution to

Q00 =
�1

p (1 + 1=p)p+1
r
� p+1

p
Q
 +Q�

jQ0jp�1

� n

p �
r�(1+1=p)Q0

near zero satisfying

Q(0) = �; Q0(0) =
1� p
p

�
�
 + ��

n

� 1
p�1

:
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Proof. We shall now present a formulation of (3) as
a system of Briot-Bouquet type differential equations
(9). Let us take solution of (3) in the form

u(r) = Q (r�) ; r 2 (0; A) ;

where Q 2 C2(0; a) and � > 0. Let us take u(r) =
Q (r�) into (3) we obtain

Q00 (r�) = �Q

 +Q�

jQ0jp�2
r�p (��1)

(p� 1) �p

�n� 1 + (p� 1) (� � 1)
(p� 1) � r��Q0

and substituting � = r� we have

Q00(�) = �Q

 +Q�

jQ0jp�2
��p

��1
�

(p� 1) �p (10)

(11)

�n� 1 + (p� 1) (� � 1)
(p� 1) � ��1Q0:

Here, we introduce function Q as follows

Q(�) = g0 + g1� + F (�); (12)

where F 2 C2(0; a); F (0) = 0; F 0(0) = 0: There-
fore we have Q(0) = g0; Q

0(0) = g1; Q
0(�) =

g1 + F
0(�); Q00(�) = F 00(�): From initial condition

u(0) = � we have that

g0 = �:

We restate (10) as a system of equations:

z1(�) = F (�)
z2(�) = F

0(�)

�
with z1 (0) = 0

z2 (0) = 0

�
;

according to (10) we get that

F 00(�) = � ��
��1
�
p

(p� 1) �p G (�; z1; z2)

�n� 1 + (p� 1) (� � 1)
(p� 1) � ��1

�
g1 + F

0(�)
�
;

G(:; :; :) =
[g0 + g1� + F (�)]


 + [g0 + g1� + F (�)]
�

jg1 + F 0(�)jp�2

We generate the system of equations

u1(�; z1(�); z2(�)) = � z
0
1(�)

u2(�; z1(�); z2(�)) = � z
0
2(�)

�
as follows

u1(�; z1(�); z2(�)) = � z2

u2(�; z1(�); z2(�)) = � �1�
��1
� p

(p�1) �pG (�; z1; z2)

� n�1+(p�1)(��1)
(p�1) � (g1 + z2(�))

9>>=>>; :

In order to satisfy conditions u1(0; 0; 0) = 0 and
u2(0; 0; 0) = 0 we must get zero for the power of �
in the right-hand side of the second equation:

1� p(� � 1)
�

= 0;

i.e.,
� =

p

p� 1 :

To ensure u2(0; 0; 0) = 0 we have the connection

n g1 jg1jp�2 +
�
p� 1
p

�p�1 �
g
0 + g

�
0

�
= 0;

i.e.,

g1 =
1� p
p

�
g
0 + g

�
0

n

� 1
p�1

: (13)

Therefore, we obtain

g1 =
1� p
p

�
�
 + ��

n

� 1
p�1

: (14)

From initial conditions u(0) = � 6= 0; u0(0) = 0;
and (12) it follows that g0 = �:

For u1 and u2 we �nd that

@u1
@z1

����
(0;0;0)

= 0;

@u1
@z2

����
(0;0;0)

= 0;

@u2
@z1

����
(0;0;0)

= �
g

�1
0 + �g��10

(p� 1)�gp�21

;

@u2
@z2

����
(0;0;0)

= �n (p� 1)
p

:

Therefore the eigenvalues of matrix�
@u1=@z1 @u1=@z2
@u2=@z1 @u2=@z2

�
at (0; 0; 0) are 0 and �n(p � 1)=p: Since both eigen-
values are non-positive, applying Theorem 2 we get
the existence of unique analytic solutions z1 and z2
at zero. Thus we get the analytic solution Q(�) =
g0 + g1� + F (�) satisfying (10) with Q(0) = g0;
Q0(0) = g1, where g0 = � and g1 is determined in
(14) :

Corollary 4 From Theorem 3 it follows that solution
u(r) for (3) has an expansion near zero of the form

u(r) =
1P
k=0

gk r
kp
p�1 satisfying u(0) = � and u0(0) =

0:
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4 Determination of local solution

We determine the power series solution for (3) : The
initial conditions are

u(0) = �;
u0(0) = 0:

We seek a solution of the form

u(r) = g0+g1 r
p

p�1+g2 r
2
�

p
p�1

�
+: : : ; r > 0; (15)

with coef�cients gk 2 R; k = 0; 1; : : : :
From Section 3 we get that g0 = � and g1 =

1�p
p

�
�
+��

n

� 1
p�1

: We have u(r) > 0 and u0(r) < 0

near zero. Since

u0(r) = r
1

p�1

�
g1

p

p� 1 + g2
2p

p� 1 r
p

p�1 + : : :

�
;

and hence ��u0(r)��p�2 u0(r) =
r

�
g1

p

p� 1 + g2
2p

p� 1 r
p

p�1 + : : :

�p�1
=

r

�
P0 + P1 r

p
p�1 + P2 r

2
�

p
p�1

�
+ : : :

�
;

moreover

r1�n
�
rn�1

��u0(r)��p�2 u0(r)�0 =�
P0n+ P1

�
n+

p

p� 1

�
r

p
p�1 + : : :

+Pk

�
n+

kp

p� 1

�
r
k
�

p
p�1

�
+ : : :

�
;

where coef�cients Pk will be expressed in terms of gk
(k = 0; 1; : : :). For u
(t) and u�(t)

u
(t) =

�
g0 + g1 r

p
p�1 + g2 r

2
�

p
p�1

�
+ : : :

�

= G0 +G1 r

p
p�1 +G2 r

2
�

p
p�1

�
+ : : :

u�(t) =

�
g0 + g1 r

p
p�1 + g2 r

2
�

p
p�1

�
+ : : :

��
= D0 +D1 r

p
p�1 +D2 r

2
�

p
p�1

�
+ : : : ;

where coef�cients Gk and Dk can be expressed in
terms of gk (k = 0; 1; : : :):

Substituting them into the equation (3) we com-
pare the coef�cients of the proper power of r we �nd

Pk

�
n+

kp

p� 1

�
+Gk +Dk = 0 (16)

for k � 0:

Applying the J. C. P. Miller formula (see [3]) for the
determination of Pk; Gk and Dk (k = 0; 1; : : :) we
have.

Gk =
1

k�

k�1X
j=0

[(k � j) 
 � j]Gjgk�j ;

Dk =
1

k�

k�1X
j=0

[(k � j) � � j]Djgk�j ;

Pk =

k�1X
j=0

[(k � j) (p� 1)� j]Pjgk+1�j
(k + 1� j)

g1k

for k � 1; and G0 = g
0 ; D0 = g�0; P0 =�
g1

p
p�1

�p�1
:

From (16) we obtain coef�cients gk for k � 2 :

g0 = �;

g1 =
(1� p)

�
�
+��

n

� 1
p�1

p
;

g2 =
0:5
�
�
+��

n

� 3�p
p�1

�np5 � �np4 + �p5

�
�

�
p2 � 2
�
p+ 
�
 + ���p2 � 2���p+ ���

�
;

...

Example Let us consider the solution of (3) with
parameters

p = 2; n = 5; � = 4; 
 = 2; � = 3:

For that case we can determine the coef�cients of the
power series solution

u(r) =

1X
k=0

gk r
2k

as follows
g0 = 4;
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g1 = �8;
g2 = 4;

g3 = �1:2222;
g4 = 4:1125;

g5 = �0:0157;
g6 = 2:6347

...

Therefore, we have

u(r) = 4� 8r2 + 4r4 � 1:2222r6 (17)

+4:1125r8 � 0:0157r10 + 2:6347r12 + : : :

5 The comparison of exact and local
analytic solutions

The example above gives an approximate solution to
the problem (3) : The parameters satisfy the condi-
tions (5) for the entire solution of the same problem.
The entire solution with the given parameters is

u(r) =
4

1 + 2r2
(18)

since
a = 4; b = 0:5; � = 1; p0 = 2

(see Fig. 1.)

Hence, we have the possibility to compare the two
solutions, i.e., (17) with (18) : On Fig. 2. the differ-
ence between solutions (17) and (18) are represented.

6 Conclusion
For problem (3) the entire solutions can be evaluated
under restrictions (5).

In other cases (and in this case as well) we are
able to give a convergent power series solution in the
neighborhood of zero. We note, that the local solution
can be given in the neighborhood of any r0 2 R and
for any parameter values p; n; �; 
; �:
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