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Abstract: - Incorporating a third CCD camera into a conventional binocular is verified to be very helpful to
solve translational motion. The extra device not only provides more image information, but also plays a
significant role regarding the solution issue. In this paper, a novel algorithm to recover parameters for
translational motion using such a parallel trinocular system is presented. This approach overcomes the
difficulty of matrix singularity happening in binocular. In order to fit into application requirements, a compact
closed-form solution is also derived. This solution owns some important features, such as no matrix
manipulation, no danger of matrix singularity, and easy to apply. To validate this closed-form solution,
extensive experiments were conducted. It is concluded that the movement magnitude in the depth direction has
great influence on the estimation performance of the translational motion. Experiments with implementation
environment and an image tracking situation are also performed to validate the feasibility of compact form
solution. During the experiments, the presented parallel trinocular system can demonstrate excellent
performance on recovering parameters of translational motion under the circumstance of limited motion along
the depth direction.
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1 Introduction
Recovering 3-D motion parameters from 2-D
displacements is a difficult task, given the influence
of noise contained in these data, which correspond at
best to a crude approximation of the real motion
field. Especially, due to the depth-speed ambiguity
experienced by monocular observers, translation
motion and 3D coordinates in the viewed scene
cannot be easily recovered [3]. Besides, monocular
motion analysis involves the solution of nonlinear
equations. Thus, the 3-D interpretation can only be
specified by an arbitrary scale factor since only a
single camera is used. Whereas, most algorithms
solving motion of equations involve some types of
nonlinearity. In general, difficulties exist in handling
such nonlinearities. Possible solutions usually
require iterations from some initial guess with no
guarantee of convergence and the nonlinearity also
brings about the possibility of multiple results arises
[2][15]. Li and Duncan (1993) used disparity in left
and right images to determine the translational
motion, which cannot be recovered in binocular
systems, by adding an additional constraint [7].
Barron and Eagleson (1996) developed the
relationship between time-varying optical flow and
physical structure to resolve motion parameters by

applying the Kalman filter to integrate motion and
structure parameters over time [2]. Nevertheless,
those approaches involve abstruse mathematics.
Besides, it has been shown that the difficulty of
matching problem in binocular is much more
complicated than in trinocular [5][12][15].

Owing to rapid advance of integrated electronics,
the CCD cameras become more and more popular
and inexpensive. This improvement on electronic
technology also promotes possible researches on
multiple-camera vision framework such as the
trinocular system. Trinocular can be divided into six
arrangement manners, such as right triangular [1],
parallel [10], surrounding [9], divergent [11],
orthogonal [13], and the arbitrary sets [6]. The
former four types belong to the coplanar category,
and others are non-coplanar. The right triangular
arrangement is plane XY coplanar, while the parallel,
the surrounding, and the divergent schemes are
plane XZ coplanar as illustrated in Fig. 1.

Each configuration has its own geometric
constraints based on specific arrangement of
multiple CCD cameras. The focus of this paper is on
investigating 3-D translational motion parameters
via the parallel trinocular stereo vision.

Ohya et al. (2001) indicated that binocular stereo
captured targets with triangulation [10]. This
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approach appears to be time exhaustive for pattern
matching problems, especially in finding
correlations. Therefore, taking the advantage of
adding one more CCD can significantly shorten
matching time. They established a parallel trinocular
stereo vision system on a robot and applied the
technique of teaching and playback to achieve
autonomous navigation with landmarks in indoor
environment. Recently, Lin and Cheng (2006)
presented a trinocular approach for recovery of the
translational motion [8]. It has been indicated that
the third camera not only provides more image
information, but also significantly improves both
efficiency and accuracy for estimation of motion
parameters. More important is that the proposed
approach owns significant computation efficiency
by reducing mathematical complexity and avoiding
difficulty from nonlinearities which is very available
in low end programming environment for actual
operation. The measurement validations and related
experiments of implementation are conducted in this
paper.

2 Parallel Trinocular and
Translational Motion
Given O is the origin of a spatial reference system,
assume three identical CCD cameras are arranged
parallel in the X axis. The distances between
adjacent cameras are h1 and h2 respectively as
illustrated in Fig. 2.

For any point (X, Y, Z) in 3-D space, its
projections on the image planes of the left, middle,
and right CCD cameras lead to the following
expressions:
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where ),(),,( mmll yxyx , and ),( rr yx are pairs of
matching points on the left, middle, and right image
planes respectively, 213 hhh  , f is the focal
length, and Z is the depth of the 3-D point and is
usually unknown.

Basically, when the three cameras are arranged as
be a parallel trinocular, those three images will lie in
the same XZ plane. Thus, the y distance for the
projections on the image planes will be all the same.
A special case that three images have the same y
direction and same disparity exists when 21 hh  .
However, it is interesting to note that regardless of

the difference between 1h and 2h , the products of
the image disparities in X direction meet the
following constraint:
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where i and j indicate two image pixels.
Suppose the ),,( zyx VVVV is the relatively

translational motion of the camera setup with respect
to the moving object. The relationships between
image flow velocities, ),( i
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where the superscript i indicates the left camera (l),
or the middle camera (m), or the right camera (r).

If both left and middle images are selected, a pair
of optical flow equations can be established. Sum up
velocity components in (4) in X and Y directions
over all pairs of corresponding points. Assuming
that each point has a match, and due to the depth for
those two cameras are the same, the concluding
results can be derived as follows:
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where l and m respectively represent
corresponding image regions.

When only two sets, left-middle and middle-
right, are selected, the final equations can be
expressed by matrix form. Therefore, the
translational motion can be quickly recovered with
the standard least squared approach
as :   dAAAx TT 1

 , where x is the recovering
translational motion, A represents the image matrix,
and d is optical flow vectors of the trinocular, i.e.,
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Generally speaking, the above derivation can be
applied to both point-to-point correspondence and
patch-to-patch matching cases.

For the purpose of simplicity and clarity, define
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where

  ml xxa1 ,   rm xxb1 ,
   22

2 )2/1( lm xxa ,    22
2 )2/1( mr xxb ,

  llmm yxyxa3 ,   mmrr yxyxb3 .

The determinant of AAT recovering translational
motion in parallel trinocular is expressed by
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Due to the fact of three CCD cameras arranged as
a parallel trinocular, disparities in X direction exist
in the three images so that a1 and b1 are non-zero
values. Moreover, it can be verified that 21ba is not
equal to 12ba and 1331 baba  diminishes to zero
which derived from (3). The determinant of AAT

therefore appears to be always positive. As a result,
it is concluded that the least squared solution of the
parallel trinocular will not encounter the singularity
difficulty.

3 Compact Closed-Form Solution
This section is devoted to find the compact closed-
form solution, not the estimation by the least
squared method, for the translational motion. Define

Tddddf ][ 4321d ,
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The least square estimation method usually suffers
from computational inefficiency of the inverse
matrix, especially in actual implementation. The
proposed compact closed-form solution gets rid of
complex matrix manipulation and makes this
technique to be realizable and efficient for
applications.

4 Tracking Experiments
To demonstrate feasibility of conducting image
following tasks using the proposed parallel
trinocular approach, an image tracking experimental
system was established. The visual C++ is adopted
in this trinocular stereo visual system to control the
process with schematic of parallel trinocular
tracking configuration shown in Fig. 3. Both stations
A and B have identical structure, an image poster
and a video camera set which equipped a fixture
which holds three CCDs. These two stations are
driven by stepping motors for three dimensional
translation motions. The objective is to have the
station B follow the behavior of the station A in
order to maintain constant relative position based on
the image patterns acquired by the camera. The
acquired images are with resolution of 320x240
pixels and color levels. The distance between the left
and the middle cameras was 70 mm, whereas the
distance between the right and the middle ones was
68 mm. The arrangement of parallel trinocular is
shown in Fig. 4. It is noted that in the following
task, the distance between the poster and lens is
unknown.

In general, the camera calibration method often
adopts the algorithm presented by Zhang (2000) to
estimate the focal length of the X, Y axes and
principal point of each camera [16]. The three CCDs
of the parallel trinocular used in translational motion
could be estimated via standard calibration toolbox
proposed by Bouguet (2005) [4]. The estimated
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intrinsic parameter of each CCD is shown in Table
1.

The focal length (FL) of all three CCDs set the
mean value of six items in Table 1 as 533.32 pixels
used in our algorithm. The principal point (PP) after
calibration cannot be directly used in X, Y direction
of image to adjust the centre of image. Due to the
parallel trinocular is a special configuration, how to
adjust to meet the requirement of (1) and (2), it is a
practical consideration.

In general condition, the image height of y axis
and distance of x axis can be corrected if we put
these three CCDs on the horizontal plane and adjust
the x, y axis of image based on calibrated principal
point. However, upon these three CCDs installed on
the camera stand of platform, the alignment in x, y
axes of image will soon be missing, just because of
the insufficient precision of platform. Since the
calibrated principal point could not be used directly,
and the datum of x, y axes need to be adjusted
respectively. To meet the actual situation in the
parallel trinocular platform, the strategy of modified
principal point in X, Y axes is suggested as follows:

1) The image of X axis is improved based on
that the disparities between left-middle and
middle-right CCD will be as close as
possible.

2) The image of Y axis is amended according to
that the image centre of the middle CCD will
be near to the calibrated data, the height of
all three images will be the same, and to
meet the actual error of platform.

The results of the image center on the parallel
trinocular are shown in Table 2.

The platform system implement 3-D translation
with parallel trinocular, the three CCDs will capture
different images at motion before and after. We
separate 3 types of directions with XY, Z, and XYZ to
make a testing of our algorithm. The results are
shown in Table 3.

Based on the above results, a number of
observations are worth noting:

1) If there is no movement along the Z axis, a
little estimation errors on the translational
motion about 5% are resulted regardless of
the magnitude of the displacements along the
X and the Y axes. That is just because the
actual images were interfered by noise
during actual situation.

2) When there is a translation movement occurs
in Z axis, the recovered motion parameters
for all three axes will be deviated. The errors
appear to have the same tendency with the
magnitude of the movement along the Z axis.
In other words, if the motion in Z axis is

large, the resulting errors for the three axes
also become significant which the error was
reaching to 35%. Thus, such results indicate
that recovery performance of the translation
motion is more sensitive to the perturbation
in Z axis than the perturbations for the X and
Y axes.

3) Based on the above two types of situations, a
suitable adjustment for the translational
motion to suppress Z axis movement was
conducted. When the motion of 3D
movement was used (15, 15, 2) and (20, 20,
2), the corresponding results were shown in
Table 3. The resulting errors appear to be
greatly reduced to 5%. After adjusting the
magnitude of Z axis movement, the
estimation errors for recovering the
translational motion can be restricted to a
satisfactory level.

Through the above theoretical derivation, image
calibration, and test on translational motion with
actual image implementation, we have acquired the
concrete validation of this algorithm. In application,
we would further conduct the tracking experiment of
the parallel trinocular. When the target image on the
station A moved according to given path commands,
the movement information was extracted based on
the optical calculated from consecutive images.
Then the station B followed the extracted movement
and relocated the camera’s position. The procedures 
of this experiment are as follows: (1) The three
CCDs captured images of target as input, and a
Gaussian filter was applied. (2) After the target
moved, the three CCDs do item (1) again. (3)
Calculate the features of the target in these three
CCDs, and the displacement in motion before and
after. (4) Upon getting the feature and optical flow
of the target, acquire the translational information
via our algorithm to track the target. (5) Finally, a
comparison between the actual and estimated
movement is conducted.

To demonstrate the tracking situation, a
piecewise 3-D movement: (4, 4, 1) with 5 times
continuously, where unit was mm, was applied.
Both the specified path and the estimated path are
demonstrated in Fig. 5. Next, actual tracking
experiments using the proposed parallel trinocular
scheme were also conducted. The task of image
following was implemented by using a light spot
shooting from station B onto the poster at station A.
Excellent tracking results were .
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5 Conclusions
A novel algorithm, which can be formulated as a
closed-form solution, for recovering parameters of
translational motion by a parallel trinocular is
presented. It exploits the available redundancy in
multiple images to solve the motion parameters. The
proposed approach owns several important features
such as no matrix manipulation, no danger of matrix
singularity, and easy to apply. By extensive
experiments on solution validation in actual image
implementation, and tracking experiments, the
presented approach demonstrates promising
recovery performance of translational motion. Our
preliminary progress presented here indicates the
feasibility of parallel trinocular in applications.
However, in practical implementation, the accuracy
of this system for servo tracking of translational
motion was inevitably influenced by the
environment. Other adaptive approaches to improve
the aspect of this drawback will be investigated in
the future.
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Fig. 1 Arrangements of trinocular: (a) parallel, (b)
surrounding, (c) divergent.

Fig. 2 Schematic parallel trinocular.

Fig. 3 Schematic of parallel trinocular tracking
configuration.

Fig. 4 Arrangement of parallel trinocular.

Table 1
The estimated intrinsic parameter of trinocular

X (pixel) Y (pixel)
CCD Left Middle Right Left Middle Right

F L 533.16
±1.39

538.14
±1.65

534.55
±1.62

529.12
±1.32

534.18
±1.57

530.76
±1.54

P P 154.43
±1.62

170.59
±1.65

160.48
±1.59

123.00
±1.23

111.18
±1.22

117.76
±1.20

Table 2
Image centers on the parallel trinocular (unit: pixel)

Left Middle Right
X axis +3.95 -7.36 -2.07
Y axis -0.29 +9.78 -0.43

Table 3
Comparison between actual translations and

estimated translations (unit: mm)
Actual translations Estimated translations
X Y Z X Y Z
10 10 0 10.2277 10.4544 0.2204
15 15 0 15.0612 15.2314 0.3384
20 20 0 19.8168 19.2955 1.3064
0 0 3 0.8342 0.3312 2.8683
0 0 5 0.7917 1.3999 5.1455
0 0 7 1.8516 1.3700 6.1966

15 15 2 15.6381 15.7348 1.7697
20 20 2 20.2748 19.6554 1.5016

Fig. 5 Tracking path of parallel trinocular in 3-D
space.
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