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Abstract: - In this paper, a comparative study using multi-sample fusion schemes is evaluated in order to 
enhance the performance of a speaker verification system. Five multi-sample fusion strategies, i.e. the 
maximum, minimum, median, average and majority vote are employed for this purpose. In this study, we 
propose a novel approach by using the spectrogram image of the spoken word as features and the 
Unconstrained Minimum Average Correlation Energy (UMACE) filters are utilized as classifiers to the 
system. The Digit Database is used for performance evaluation and results show that the median operator 
outperforms the other fusion schemes yielding an overall performance of 99.64%.  
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1   Introduction 
Biometric speaker verification is generally a task of 
accepting or rejecting a speaker’s claimed identity 
based on the speaker’s voice [1]. A major problem 
with biometric systems that utilize the information 
contained in speech signals is that the information 
has a tendency to vary with time and is not 
consistently reproduced. This is owing to the 
differences in speaking rates, health and emotional 
conditions of speakers. In addition, perfect 
verification may not be achieved due to different 
microphones and channels used as well as the 
limitation of the feature extractor and classifier 
[2][3]. Thus, the implementation of biometric 
systems have to appropriately discriminate the 
biometric features from one individual to another, 
and at the same time, the system also needs to deal 
with the distortions in the features due the problem 
stated above. One of the solutions that can be used 
to overcome these limitations is by executing fusion 
techniques in the system [4]. 
    So far, there are many fusion techniques in 
literature that have been implemented in biometric 
systems for the purpose of enhancing the system 
performance. Generally, the fusion methods can be 
categorized into 3 major groups, i.e.,  multi-modal 
fusion, multi-classifier fusion and multi-sample 
fusion [4].  A study in multi-modal fusion approach 
was described by Teoh et. al. in [5]. They proposed 
a combination of features of face modality and 
speech modality so as to improve the accuracy of 

biometric systems. Person identification based on 
visual and acoustic features has also been reported 
by Brunelli and Falavigna in [6]. Their findings 
conclude that when one of the modalities is 
somehow degraded, the other modality can assist the 
system to maintain a good performance.   
      The second group of fusion techniques that 
combine the scores from different classifiers has 
been described in [7] and [8]. Suutala and Roning in 
[7] used LVQ and MLP as classifiers for footstep 
profile based person identification whereas in [8], 
Kittler et.al. utilized Neural Networks and HMM for 
the hand written digit recognition task. In both 
study, multi classifiers improved the system reliably.  
    Finally, for the multi-sample fusion approach, a 
combination of scores from several features of 
single modality is computed. The implementation of 
multi-sample fusion approach can be found in [4], 
[9] and [10]. The papers showed that combining the 
scores of multiple samples can boost the biometric 
system greatly. 
    This paper concentrates on the multi-sample 
fusion schemes by considering several samples 
extracted from the same modality as independent 
samples. There are three benefits of implementing 
multi-sample fusion. First, in term of features, a 
single and long sample of an utterance from 
speakers can be simply separated into a number of 
short samples. Although this technique employs 
many data samples but it does not impose any 
burden on users during data collection. Second, 

6th WSEAS International Conference on CIRCUITS, SYSTEMS, ELECTRONICS,CONTROL & SIGNAL PROCESSING, Cairo, Egypt, Dec 29-31, 2007    335



similar features extraction process on every sample 
and utilizing only one classifier do not burden the 
system compared to the multi-modal system and 
multi-classifier system. Finally, the cost of 
executing multi sample system is lower because 
only one sensor is involved [10]. 
    The objectives of this study are to compare the 
performance of multi-sample fusion system to 
single-sample system as well as to determine the 
most appropriate fusion scheme for our system. In 
this study, we propose a novel approach by 
implementing multi-sample fusion using the images 
of the spoken words from the spectrogram as 
features to a speaker verification system. This study 
was inspired by the publications of Kittler et al. [8] 
and Kuncheva [11] where classifier fusion strategies 
are experimentally compared. Five multi-sample 
fusion strategies i.e. maximum, minimum, median, 
average and majority vote are employed in order to 
evaluate the performance of the schemes.       
    The Unconstrained Minimum Average 
Correlation Energy (UMACE) filter is then executed 
as classifier to the system. UMACE filter has been 
successfully applied in visual-based biometric 
recognition system as well as in speech signal 
authentication. Person identification based on lip 
information using UMACE filter can be found in 
Samad et al. [12]. The performance of lower face 
verification using UMACE filter is also evaluated by 
Samad et al. in [13]. A study on voice-print analysis 
by using UMACE filter for single sample approach 
is reported in Ramli et al. [14]. 
  
 
2   Multi-Sample Fusion Schemes 
A study on multi-sample fusion strategies can be 
found in [11]. By combining the individual outputs 
from the multi-sample scores, we aim at a higher 
accuracy than that of the best score. As stated in 
[11], a choice of an appropriate fusion method can 
further improve on the performance of the 
combination. 
    Assume that N  streams of words (in our case 
spectrographic images) are extracted from M  
utterances { }M1 U,...,UU = . We denote the spoken 
word sequence corresponding to utterance  mU  by  
 

( ) ( ){ }m
m

n
m N,...,1n;UU =ℜ∈=    M,...,1m =             (1)   

         
where mN  is the number of spoken words in 

( )mU and n is the word index. In our experiment, 
the number of words employed is fixed to ten (zero 
to nine). To simplify the notation, the M  utterances 

contain the same number samples, i.e. 
m21 N...NNN ==== . 

    From (1), assume the score for every sample from 
one utterence is denoted as N,...,1n;sn = . Let 

{ }N21 s,...,s,ss =  be a set (pool/ committee/ 
ensemble/ team) of scores from each utterance. The 
overall scores can be represented as 
 
 ( ) ( ){ }Λ=Λ ;s,...,s;Ss M

n
)1(

nn , N,...,1n =                       (2) 
 
containing the N  spoken words from the M  
utterances.  
    Then, by considering each utterance, lets define 

( )N21 s,...,s,sfF̂ =  as the fused estimate score. f is 
defined as the chosen fusion method. Subsequently, 
five fusion schemes are derived as follows. 
 
  
2.1 Maximum operator 
For the maximum operator, the fused estimate score 
is decided by the maximum of { }N21 s,...,s,ss = .    

{ }N21 s,...,s,smaxF̂ =                                               (3) 
The fused scores F̂  are then compared against the 
decision threshold for the decision. 
 
2.2 Minimum operator 
For the minimum operator, the fused estimate score 
is decided by the minimum of { }N21 s,...,s,ss = .    

{ }N21 s,...,s,sminF̂ =                                                (4) 
The fused scores F̂  are then compared against 
decision threshold for decision. 
 
2.3 Median operator 
For the median operator, the fused estimate score is 
decided by the median of { }N21 s,...,s,ss = .    

{ }N21 s,...,s,smedF̂ =                                               (5) 
The fused scores F̂  are then compared against 
decision threshold for decision. 
 
2.4 Average operator 
For the average operator, the fused estimate score is 
decided by the following equation:  

∑=
=

N

1n
ns

N
1F̂                                                             (6) 

The fused scores F̂  are then compared against 
decision threshold for decision. 
 
2.5 Majority vote operator 
For the majority vote operator, the fused estimate 
score is decided by first assigning the individual 
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scores,  
1sn →  if Tsn ≥  or 0sn →  if Tsn <                  (7)                                 

where T is a threshold value. 
The decision is simply made by summing the binary 
values received. The class label which is most 
represented among the N  label outputs is chosen as 
a majority decision. 
 
3   Features Extraction 
In the past, human experts manually interpret 
voiceprint for semiautomatic speaker recognition 
[15]. A spectrogram is used to represent the 
voiceprint is an image representing the time-varying 
spectrum of a signal. The vertical axis (y) shows 
frequency, the horizontal axis (x) represents time 
and the pixel intensity or color represents the 
amount of energy (acoustic peaks) in frequency 
band y, at time x [16]. Fig.1 and Fig.2 show samples 
of spectrogram of the word ‘zero’ from person 3 and 
person 4 randomly taken from the database that we 
used in this study. From the figure, it is clear that the 
spectrogram image contains personal information in 
terms of the way the speaker utters the word such as 
speed and pitch that is showed by the spectrum.    
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Fig.1 Example of the spectrogram image from 
person 3 for word ‘zero’. 
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Fig.2 Example of the spectrogram image from 
person 4 for word ‘zero’. 
   By comparing both figures, although the 
spectrogram image holds inter-class variations, it 

also comprises intra-class variations. In order to be 
successfully classified by UMACE filter, we 
propose a novel feature extraction technique.  
 
 In general, our features i.e. spectrographic image 
can be derived by the following steps. 
 
3.1 Computation of the spectrogram 
The computation of the spectrogram is described 
below. The input to the algorithm is a speech signal. 

1. Pre-emphasis task. By using a high-pass 
filter, the speech signal is filtered using the 
following equation:  

 
( ) ( )( ) ( )    1tx95.0tstx −∗−=                         (8) 

)(tx is the filtered signal, )(ts is the input 
signal and t represents time. 

2. Framing and windowing task. A Hamming 
window with 20ms length and 50% 
overlapping is used on the signal. 

3. Specification of FFT length. A 256-point 
FFT is used and this value determines the 
frequencies at which the discrete-time 
Fourier transform is computed. 

4. The logarithm of energy (acoustic peak) of 
each frequency bin is then computed.     

 
3.2    Retaining the high energies 
After a spectrogram image is obtained, we aim to 
eliminate the small blobs in the image which impose 
the intra-class variations. This aim can be achieved 
by retaining the high energies of the acoustic peak 
by setting an appropriate threshold.  Here, the FFT 
magnitudes which are above a threshold are 
maintained, otherwise they are set to be zero. Fig.3 
shows the image with retained high energies.  

 
Fig.3 Image from person 3 (left) and person 4 (right) 
after retaining the high energies 
 
3.3 Morphological opening and closing  
Next, morphological opening and closing process 
are utilized.  Morphological opening process is used 
to clear up the residue noisy spots in the image 
whereas morphological closing is the task to recover 
the original shape of the image caused by the 
morphological opening process. Fig.4 shows the 
final image to be used in the classification process.  
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Fig.4 Image from person 3 (left) and person 4 (right) 
after morphological opening and closing 
 
 
4   Classification by UMACE Filters 
The optimization of Unconstrained Minimum 
Average Correlation Energy (UMACE) filters 
equation can be summarized as follows, 
 

mDU 1
mace

−=                                                         (9) 
 
 D is a diagonal matrix with the average power 
spectrum of the training images placed along the 
diagonal elements while m is a column vector 
containing the mean of the Fourier transforms of the 
training images. 
    UMACE filters which are evolved from Matched 
Filter are synthesized in the Fourier domain using 
closed form equations. Several training images are 
used to synthesize a filter template. The designed 
filter is then used for cross-correlating the test image 
in order to determine whether the test image is from 
the authentic class or imposter class.  In this process, 
the filter optimizes a criterion to produce a desired 
correlation output plane by minimizing the average 
correlation energy and at the same time maximizing 
the correlation output in the origin. The resulting 
correlation plane produce a sharp peak in the origin 
and the values at everywhere else are close to zero 
when the test image belongs to the same class of the 
designed filter [17][18]. Fig. 5 shows the correlation 
outputs when using a UMACE filter to determine 
the test image from the authentic class (left) and 
imposter class (right). The verification process using 
UMACE filter is summarized in Fig. 6.   
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Fig.5 Examples of the correlation plane for the test 
image from the authentic class (left) and imposter 
class (right). 
 

 
 
Fig.6 Verification process using UMACE filter. 
 
    According to Savvides et al. [17], these advanced 
correlation filters are tolerant in the presence of 
distortions such as illumination changes and facial 
expression. This special advantage offer an 
attractive technique for our application in handling 
intra-class variations of spectrographic images.   
    Peak-to-Sidelobe ratio (PSR) metric is used to 
measure the sharpness of the peak. The PSR is given 
by 
 

σ
−

=
mean peak   PSR                                                (10) 

 
Here, the peak is the largest value of the test image 
yield from the correlation output. Mean and standard 
deviation are calculated from the 20x20 sidelobe 
region by excluding a 5x5 central mask [17].  
 
 
 
5   Speaker Verification System 
Audio-Visual Digit Database (2001) developed by 
Sanderson is used for the purpose of this study 
(2001) [19]. The database consists of video and the 
corresponding audio of people reciting digits zero to 
nine. The audio provided is a monophonic, 16 bit, 
32 kHz, WAV format.  
    In our experiments, we use 250 filters which 
represent each word for the 25 persons. Our 
spectrographic image database consists of 10 groups 
of spectrographic images (zero to nine) of 25 
persons with 46 images per group of size 32x32 
pixels, thus 11500 images in total. For each filter, 
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we used 6 training images for the synthesis of the 
UMACE filter. Then, 40 images are used for the 
testing process. These six training images were 
chosen based on the largest variations among the 
images. In the testing stage, we performed cross 
correlations of each corresponding word with 40 
authentic images and another 40x24=960 imposter 
images from the other 24 persons. The verification 
architecture of the system is shown in Figure 7. 
 

 
Fig.7 Verification process using spectrographic 
images.  
 
 
6   Results and discussion 
In the experiments, the performance of each 
person’s UMACE filter are assessed by cross-
correlating all the spoken word images in the 
database. Then, their corresponding PSR and fusion 
score values for each scheme are computed and 
recorded. The fusion scores are then compared to 
their corresponding stored threshold values for the 
decision.  False acceptance rate (FAR) and false 
rejection rate (FRR) are then calculated as defined 
below. 
 

imposters  Total
)S  (SCORE imposters ofNumber 

FAR 0>
=            (11) 

 

authentics  Total
)0S  (SCORE authentic ofNumber 

FRR
<

=            (12) 

 
Then, overall performance is calculated by 
combining these two errors into total success rate 
(TSR) where 
 

%100
accesses ofnumber   Total

FRRFAR%100TSR ⎟
⎠
⎞

⎜
⎝
⎛ +

−=     (13) 

 
    Table 1 below compares the system performance 
of single-sample approach and multi-sample fusion 
approach via median operator. An improvement by 
6.89% is achieved by implementing the fusion 
approach.  
 
Table 1. TSR percentages of single sample and 
multi sample scheme (median operator) 
 

features single sample multi sample 
spectrographic 92.75 99.64 

 
Table 2 describes the overall system performance by 
executing five multi-sample fusion schemes. The 
performance of the system is based on FAR, FRR 
and TSR percentages.  
 
Table 2. System performance percentages based on 
five multi-sample fusion schemes. 
 

scheme FAR(%) FRR(%) TSR(%) 
maximum 0.93 11.8 98.63 
minimum 1.3 25.7 97.72 
median 0.25 2.9 99.64 
average 0.2 5.1 99.6 
majority 

vote 0.99 6.6 98.78 

 
 
7   Conclusion 
Five multi-sample fusion schemes i.e. the maximum, 
minimum, median, average and majority vote, 
together with the single-sample approach are 
compared experimentally in this study. The findings 
showed that the multi-sample fusion approach is 
always superior compared to the single-sample 
approach, and median operator is found to be the 
best scheme to be implemented in our speaker 
verification system. An outstanding performance 
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especially in terms of FRR percentage of 2.9% for 
the median operator compared to other operators 
concludes that the correct choice of operator is 
important in implementing the multi-sample fusion 
system. Apart from that, this study also showed that 
the used of our novel approach that employs 
spectrographic images as features together with 
UMACE filter can be a promising alternative 
technique in a biometric speaker verification system. 
Our technique offers a robust feature extraction and 
classification process to treat the intra-class 
variations of speech signals.   
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