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Abstract: Fifth order diagonally implicit Runge-Kutta methods with a modified sparsity structure suitable for
parallel implementations on three processors are developed. The efficiency of the methods in terms of accuracy to
solve a standard set of problems is compared to an established method. From the results we can conclude the new
methods are comparable to the existing method.
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1 Introduction

The primary objective in applying parallelism in nu-
merical computation is the significant reduction in
time which appears to be one of the contributing costs
in computers execution. Iserles and Nørsett’s (see
[1]) idea in presenting parallel Runge-Kutta methods
through sparsity structure is considered as one of the
best parallel designs for Runge-Kutta methods. The
structure allows the evaluation of the functions with
independent arguments to be computed on different
processors at the same time as one single evaluation
on one processor. Furthermore the structure is meant
for diagonally implicit Runge-Kutta (DIRK) methods
where a higher accuracy could be achieved as well
as it can be applied to solve stiff ordinary differential
equations (ODEs).

Previous methods using the sparsity structure are
fourth order DIRK methods suitable to be imple-
mented on two processors (Nørsett and Simonsen [2],
Jackson [3], Van Der Houwen et. al [4], Jackson and
Nørsett [5] and Burrage [6]). In this paper, we present
fifth order Runge-Kutta methods, where a pattern of
DIRK is developed to permit the implementation of
parallel computation using three processors.

2 The Runge-Kutta Method
The initial value problem (IVP) for a system of first
order ODEs is defined by

y′(x) = f(x, y), x ∈ [a, b], y(a) = y0 (1)

The generals-stage Runge-Kutta method for
problem (1) is defined by

yn+1 = yn + h
s∑

i=1

biki (2)

where

ki = f


xn + cih, yn + h

s∑

j=1

aijkj


 ,

i = 1, 2, . . . , s.

assuming the following holds:

ci =
s∑

j=1

aij , i = 1, 2, . . . , s. (3)

In Butcher’s array(see [7]) the coefficients in (2)
are written as

c1 a11 a12 a13 . . . a1s

c2 a21 a12 a13 . . . a1s
...

...
...

cs as1 as2 as3 . . . ass

b1 b2 b3 . . . bs
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or simply as

c A

bT

with thes-dimensional vectorsc andb and thes × s
matrix A, denoted byc = [c1, c2, c3, . . . , cs]T , b =
[b1, b2, b3, . . . , bs]T andA = [aij ] respectively. The
method is said to be explicit ifaij = 0 for i ≤ j,
semi-implicit if aij = 0 for i < j and fully implicit
otherwise.

2.1 The Workload and the Needs for Parallel
Computing

Shampine [8] has noted that the cost of an integration
is conventionally measured by the number of function
evaluations required and in Runge-Kutta methods this
is done at every stage which is represented byki in (2).
This means that the cost would increase if a higher
number ofk involved and would continue to increase
if we deal with a large problem. An example of prob-
lem that requires a huge number of calculations is pre-
dicting the motion of the astronomical bodies in space
or better known as the N-body problem. The N-body
problem also appears in modeling chemical and bio-
logical systems at the molecular level and takes enor-
mous computational power. Basically there are two
reasons for using parallel computing, to save time and
to solve large problem. Having a few processors or
sometimes referred to asworkersor laborersor slaves
to do calculations concurrently, large problem could
be solved in shorter time.

2.2 Parallelism of the Method
The theory expressed in Iserles and Nørsett depicted
through directed digraphs explicitly showed groups of
stages which are independence of each other. The
sparsity pattern as shown in Figure 1 together with its
digraph has been chosen in developing our method as
we intend to implement the method on three proces-
sors.

Initial efforts in deriving the method are based
wholly on the array in Figure 2 which represents the
Runge-Kutta method for the sparsity structure in Fig-
ure 1.

However we found that with certainaij ’s as-
signed to zero, the freedom in manipulating the sys-
tem of equations obtained from the order conditions is
limited leading to the lacks of unknowns compare to
the number of equations. These would make it impos-
sible to find the solution. To overcome this situation,
we decided to add an explicit first stage to the method

                  
   

                                                                                             
 

k1 k2 k3 

k4 k5 k6 

Runge-Kutta matrix Digraph 
 

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0

0 0

0 0

×
� �
� �

×� �
� �

×� �

× × × ×� �
� �
× × × ×� �� �

× × × ×
� �

                                                                                  
 

Figure 1: Sparsity structure and digraph for Runge-
Kutta methods with six stages for three processors

 

1c  α       

2c  0 β      

3c  0 0 γ     

4c  51a  52a  53a  α    

5c  61a  62a  63a  0 β   

6c  71a  72a  73a  0 0 γ  

 
1b  2b  3b  4b  5b  6b  

Figure 2: Butcher’s array for Runge-Kutta methods
with six stages for three processors

without changing the original sparsity structure. The
new matrix is shown in Figure 3 together with its di-
graph.
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k2 k3 

k5 k6 k7 

k4 

Figure 3: The modified sparsity structure and digraph
for Runge-Kutta methods for three processors

3 Derivation of Fifth Order Parallel
Runge-Kutta Methods for Three
Processors

In order to derive a fifth order diagonally implicit
Runge-Kutta method, 17 equations have to be satis-
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fied. The equations associated with the order of the
method are given in Table 1.

We used four assumptions (Butcher [7, 9]) to re-
duce and simplify the equations so that it would be
easier to solve. The assumptions are

(i)
7∑

i=1

bic
k
i =

1
k + 1

, for k = 0, 1, 2, 3, 4. (4)

(ii)
7∑

j=1

aijcj =
1
2
c2
i , for i = 1, 2, . . . , 7. (5)

(iii)
7∑

j=1

aijc
2
j =

1
3
c3
i , for i = 1, 2, . . . , 7. (6)

(iv)
7∑

i=1

biaij = bj(1− cj), for j = 1, 2, . . . , 7. (7)

According to Butcher [9], assumption (4) usu-
ally denoted byB(η) is necessary to be satisfied for a
method to be of orderη. Therefore equations (8), (9),
(10), (12) and (16) have to be satisfied. Equation (8)
is also known as the consistency condition (see [7]).

Using (5) and (6), we removed equations
(11),(13) – (15), (17) – (19),(21) – (23) and (24). Gen-
erally, (5) and (6) are meant fori = 1, 2, . . . , s. In
fact some unknowns can be determined when further
inspection is done. For example wheni = 2, equation
(5) is simplified to be

αc2 =
c2
2

2
⇒ c2 = 0 or c2 = 2α

But further inspection on equation (6) fori = 2,
shows thatc2 either equal to zero or3α. Since we do
not wantc2 to be zero, we assignedb2 to zero. The
same thing arises fori = 3 and4, therefore we have
b3 andb4 also equal to zero. With the same arguments
we imposed

∑
biai2 = 0,

∑
biciai2 = 0,

∑
biai3 = 0,

∑
biciai3 = 0,

∑
biai4 = 0,

∑
biciai4 = 0,

As for (20), the last assumption (7) will be applied
where it will give values forc5, c6 andc7 which are
1− α, 1− β and1− γ, respectively. The simplifying
processes leave us with a total of 17 equations and 18
unknowns to be solved.

We solved the equations using Mathematica and
have came out with two sets of solution. The first so-
lution is obtained when we set the value ofα = 0.25
andβ = 0.5 which will be denoted as P3DIRK5(i)

Table 1: Equations of order conditions for Runge-
Kutta methods of order 5

Order 
of the 
tree 

Tree Elementary weights  

1 
     • �

= 1ib  (8) 
 

2 
  
 � =

2

1
iicb  (9) 

3 
               
 � =

3

12
ii cb  (10) 

3 
            
 � =

6

1
jiji cab  (11) 

4 
             
 � =

4

13
ii cb  (12) 

4  
 

�
=

8

1
jijii cacb  (13) 

4 
 

�
=

12

12
jiji cab  (14) 

4  
 

�
=

24

1
kjkiji caab  (15) 

5 
 � =

5

14
ii cb  (16) 

5 
 

	
=

10

12
jijii cacb  (17) 

5 
 



=

20

1
kikjiji cacab  (18) 

5 
 

�
=

15

12
jijii cacb  (19) 

5 
 

�
=

20

13
jiji cab  (20) 

5 
 



=

30

1
kjkijii caacb  (21) 

5 
 

�
=

40

1
kjkjiji cacab  (22) 

5 
 

�
=

60

12
kjkiji caab  (23) 

5 

 

�
=

120

1
lkljkiji caaab        (24) 

 

Table 2: The solution for P3DIRK5(i)

0 0       

0.33333 0.08333 0.25      

0.4 -0.1 0 0.5     

0 -0.4 0 0 0.4    

0.75 -0.796878 1.68743 -1.1718 0.78125 0.25   

0.5 -0.631947 1.49994 -1.56244 0.694444 0 0.5  

0.6 -1.01 2.15991 -1.94991 1 0 0 0.4 

 0.12963 0 0 0 1.18519 2 -2.31481 
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Table 3: The solution for P3DIRK5(ii)

0 0       

0.5 0 0.5      

0.4 -0.35 0 0.75     

0 -0.13333 0 0 0.13333    

0.5 2.74199 -0.666667 0.520833 -2.59615 0.5   

0.25 -1.6278 0.416667 -0.911458 1.6226 0 0.75  

0.866667 -0.852469 0.25679 0.329012 1 0 0 0.13333 

 0.0897436 0 0 0 0.30303 0.288288 0.318938 

 

and for the second solutionα is 0.5 and β is 0.75,
denoted as P3DIRK5(ii). Both solutions are given in
Table 2 and 3, respectively.

4 Numerical Experiments
All problems that were tested are non-stiff problems.
We compare the accuracy of the methods to fifth order
DIRK methods by Al-Rabeh [10].
Problem 1:
y′ = −y
y(0) = 1, 0 ≤ x ≤ 20.
Exact solution:y(x) = e−x.
Source: Artificial problem.
Problem 2:
y′1 = −y1 −

√
3y2

y′2 =
√

3y1 − y2

y1(0) = 1, y2(0) = 0, 0 ≤ x ≤ 20.
Exact solution:
y1(x) = e−x cos

√
3x

y2(x) = e−x sin
√

3x
Source: Tam [11].
Problem 3:
y′1 = y2 − y1

y′2 = y1 − 2y2 + y3

y′3 = y2 − y3

y1(0) = 2, y2(0) = 0, y3(0) = 1, 0 ≤ x ≤ 20.
Exact solution:
y1(x) = 1

2e−3x + 1 + 1
2e−x

y2(x) = 1− e−3x

y3(x) = 1 + 1
2e−3x − 1

2e−x

Source: Shampine [12].
Problem 4:
y′1 = y2

y′2 = −y3

y′3 = y4

y′4 = y2 + 2ex

y1(0) = 0, y2(0) = −2,
y3(0) = 0, y4(0) = 2, 0 ≤ x ≤ 10.
Exact solution:
y1(x) = −ex + e−x

y2(x) = −ex − e−x

y3(x) = ex − e−x

y3(x) = ex + e−x

Source: Bronson [13].
Problem 5:
y′1 = y3, y′2 = y4, y′3 = −y1/r3, y′4 = −y2/r3

r =
√

y2
1 + y2

2

y1(0) = 1, y2(0) = 0,
y3(0) = 0, y4(0) = 1, 0 ≤ x ≤ 75.
Exact solution:
y1(x) = cos x, y2(x) = sinx,
y3(x) = − sinx, y4(x) = cos x.
Source: Dormand [14].

The code for the algorithm to run the method
is done in C language. Tables 4 and 5 show
the performance comparison between P3DIRK5(i),
P3DIRK5(ii) and Al-Rabeh in term of maximum er-
ror. The step sizes used are10−2, 10−3, 10−4 and
10−5. The maximum error is defined as

max
1≤i≤steps

(|yi − y(xi)|)

whereyi is the computed value andy(xi) is the true
solution of the problems.

Table 4: Numerical results for test problems 1–5 using
P3DIRK5(i),P3DIRK5(ii) and Al-Rabeh with step-
sizes10−2 and10−3

Problem Method h= 210−  h= 310−  

1 P3DIRK5(i) 1.2898313E-03 1.2956515E-04 

 P3DIRK5(ii) 8.9293887E-04 8.9698708E-05 

 Al-Rabeh 7.0377347E-04 7.0695342E-05 

2 P3DIRK5(i) 1.8299346E-03 1.8475820E-04 

 P3DIRK5(ii) 1.2667456E-03 1.2777535E-04 

 Al-Rabeh 9.9836453E-04 1.0070508E-04 

3 P3DIRK5(i) 1.4575903E-07 1.3666056E-07 

 P3DIRK5(ii) 1.3094262E-07 1.2992110E-11 

 Al-Rabeh 9.2675797E-10 3.6946779E-11 

4 P3DIRK5(i) 2.6018265E-01 3.9015584E-02 

 P3DIRK5(ii) 1.7170707E-01 1.7145870E-02 

 Al-Rabeh 1.3527754E-01 1.3510061E-02 

5 P3DIRK5(i) 5.8036620E-01 5.8702730E-02 

 P3DIRK5(ii) 4.0384028E-01 4.0648689E-02 

 Al-Rabeh 3.1876621E-01 3.2034277E-02 
 

5 Conclusion
From Tables 4 and 5, it is observed that P3DIRK5(ii)
gives better performance in term of accuracy com-
pared to P3DIRK5(i) and as accurate as the method

12th WSEAS Int. Conf. on APPLIED MATHEMATICS, Cairo, Egypt, December 29-31, 2007          187



Table 5: Numerical results for test problems 1–5 using
P3DIRK5(i),P3DIRK5(ii) and Al-Rabeh with step-
sizes10−4 and10−5

Problem Method h= 410−  h= 510−  

1 P3DIRK5(i) 1.2962347E-05 1.3004077E-06 

 P3DIRK5(ii) 8.9739102E-06 8.9743141E-07 

 Al-Rabeh 7.0727168E-06 7.0730351E-07 

2 P3DIRK5(i) 1.8667436E-05 2.0585134E-06 

 P3DIRK5(ii) 1.2788567E-05 1.2789670E-06 

 Al-Rabeh 1.0079157E-05 1.0079559E-06 

3 P3DIRK5(i) 1.3629250E-07 1.3625571E-07 

 P3DIRK5(ii) 2.0317081E-13 1.7443824E-12 

 Al-Rabeh 3.6806225E-11 3.6786352E-11 

4 P3DIRK5(i) 2.2239429E-02 2.0562710E-02 

 P3DIRK5(ii) 1.7143998E-03 1.7143773E-04 

 Al-Rabeh 1.3478727E-03 1.3179881E-04 

5 P3DIRK5(i) 5.8451758E-03 5.5989628E-04 

 P3DIRK5(ii) 4.0650716E-03 4.0650674E-04 

 Al-Rabeh 3.2038271E-03 3.2039211E-04 
 

by Al-Rabeh in most of the problems tested except
for Problem 3 where as the step size gets smaller
P3DIRK5(ii) performed better. As a whole the two
new methods are comparable to Al-Rabeh’s method.
In addition, the methods have the advantage in reduc-
ing the cost of computation since it could be imple-
mented in parallel which is very significant when large
problems come in hands.
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