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Abstract: The problem of finding the minimum edges to build a strongly connected directed graph is one of the
most fundamental problems in graph theory. The known parallel algorithm solves this problem in O(log n) time
using O(n3) processors on a CRCW PRAM model. In this paper, we propose a parallel algorithm to find the mini-
mum edges to build a strongly connected directed graph for a disconnected directed acyclic graph in O(log(n+m))
time using O(n + m) processors on a CREW PRAM model. This algorithm is an efficient parallel algorithm be-
cause the number of processors depends on the density of the given graph and the time complexity is also more
efficient when compared with the identical model.

Key–Words: Parallel algorithm, Minimum edges, Directed acyclic graph(DAG), Strongly connected compo-
nent(SCC), CREW PRAM model

1 Introduction
The problem of finding the minimum edges to make
a disconnected directed graph strongly connected is
one of the fundamental problems in graph theory.
The known parallel algorithm[1] in a disconnected
directed graph with n vertices and m edges takes
O(log n) time using O(n3) processors on a CRCW
PRAM model. Since this algorithm depends on the
transitive closure matrix calculation, it is difficult to
reduce the number of processors furthermore.

In this paper, we propose an efficient parallel al-
gorithm for finding the minimum edges to build a
strongly connected directed graph for a disconnected
directed acyclic graph on a CREW PRAM model, us-
ing only the basic parallel algorithms. Namely, the
proposed algorithm initially finds source and sink ver-
tices in a given graph, and divides the given graph into
several linked lists, in which each vertex has at most

1 both input and output edge degree. Next we de-
tect each connected component on the divided linked
lists, and connect from a sink to a source between
each connected component. Finally, after the remain-
ing unlinked sources and sinks are linked, the given
graph is made into one strongly connected component
graph. This algorithm requires O(log(n + m)) time
and O(n + m) processors on a CREW PRAM model.

This algorithm is an efficient parallel algorithm
because it requires at most O(n2) processors if the
given graph is a dense graph (m = O(n2)) and also
requires only O(n) processors if the given graph is
a sparse graph (m = O(n)). Moreover, the time
complexity of the known algorithm is O(log n) on a
CRCW PRAM model, while that of the proposed al-
gorithm is O(log(n+m)) on a CREW PRAM model,
therefore the proposed algorithm is more efficient than
the known algorithm when compared with the identi-
cal model.
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Figure 1: Example of given disconnected directed
graph and array representation of edges.

2 The Proposed Parallel Algorithm
A given graph is a disconnected directed acyclic
graph, which contains isolated vertices but does not
contain cycles and multiple edges. Each vertex of con-
nected components in a given graph is serially num-
bered. The number of minimum added directed edges
to make a disconnected directed graph strongly con-
nected is given by Theorem 1 in [1] as follows:

Theorem 1 At least max(nso, nsi) + nis edges are
needed to make a given graph strongly connected,
where nso is the number of source vertices, nsi is the
number of sink vertices and nis is the number of iso-
lated vertices.

Namely,

minimum edges = max(nso, nsi) + nis

The proposed parallel algorithm is composed of
the following two stages:

• Stage 1: Divide a disconnected directed graph
into several linked lists

• Stage 2: Connect each source and sink to make a
disconnected graph strongly connected

A disconnected directed graph with n vertices and
m edges is given in the form of two arrays of directed
edges and the number of isolated vertices. Let the ar-
ray OV[1..m] be the out-vertex numbers and the array
IV[1..m] be the in-vertex numbers. Each i-th directed
edge is represented by a pair of OV[i] and IV[i], and
the edges are sorted in order of the out-vertex num-
ber. Isolated vertices do not appear in the input array
and they are assigned their vertex numbers larger than
those used in connected components. An example of a
disconnected directed acyclic graph and its array rep-
resentation of directed edges is shown in Figure 1.

In the following subsections the details of Stages
1 and 2 are respectively described. Stage 1 of this
algorithm is similar to the Stage 1 in [2, 3].

2.1 Stage 1: Divide a disconnected directed
graph into several linked lists

In this stage, we initially find sources and sinks in the
given graph and they are counted. Next, the given
graph is divided into several linked lists, in which each
vertex has at most 1 both input and output degree. The
list number is also assigned to each linked list, accord-
ing to the number of a heading vertex of each list, and
they are serially reassigned from 1. The consecutive
list numbers are assigned in each connected compo-
nent because the consecutive vertex numbers are given
in each connected component. Finally, the sources
and sinks of the linked lists are stored in two arrays.
This stage is composed of the following three steps.

Step 1.1 The in-degree and the out-degree for each
vertex are calculated. As the vertex with the in-
degree = 0 is a source and the vertex with the
out-degree = 0 is a sink, the sinks and sources in
the given graph are counted. Let the bigger num-
ber of the in-degree and out-degree be the maxi-
mum degree for each vertex. Each vertex which
has a maximum degree greater than 1 will be di-
vided into some new vertices. We call an original
vertex in the given graph a ’divided vertex’ and
call the new generated vertices ’sibling vertices’
of each divided vertex. Therefore, the number
of sibling vertices generated from a divided ver-
tex is equal to the maximum degree. This step
requires O(log m) time and O(m) processors.

Step 1.2 The sibling vertices of each divided vertex
are serially numbered to keep the same order
of the vertex number in the given graph. Here
a correspondence table N[1..S[n]] which corre-
sponds the new vertex number to the old vertex
number is prepared, where S[n] is the total num-
ber of all new vertices after division and S[n] =
O(n + m). Subsequently, the old vertex num-
bers in OV[1..m] and IV[1..m] are substituted
for the new vertex numbers, and new edges ar-
rays NOV[1..m] and NIV[1..m] are created re-
spectively. After all, the given graph is divided
into several linked lists with new vertex numbers.
This step requires O(log m) time and O(n + m)
processors.

In the example, Figure 2 shows the correspon-
dence table N and the new edges arrays NOV and
NIV.

Step 1.3 A list number is assigned to each linked
list. Initially, the heading vertex number of each
linked list is broadcasted[5], and the list numbers
stored in an array LISTN[1..S[n]] are arranged in
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Figure 2: Correspondence table N and new edges ar-
rays NOV and NIV.

ascending order by Parallel Merge Sort[6]. Then
the list numbers are serially renumbered from 1.
Next, we make a table of a source and a sink on
each linked list. Namely, the old vertex numbers
of a source and sink on each linked list are stored
in the arrays SO[1..L] and SI[1..L] respectively.
Here we let L be the maximum number of linked
lists, and L = O(n+m) because each linked list
has at least one new vertex. If sources or sinks
are sibling vertices, then only the heading sibling
old vertex number is stored. This step requires
O(log(n+m)) time and O(n+m) processors be-
cause the list numbers of new vertices are sorted.

Therefore, the complexity of Stage 1 requires
O(log(n + m)) time and O(n + m) processors.

As the result of Stage 1, the divided linked lists
and the arrays SO and SI are illustrated as Figure 3.
In this figure, the given graph is divided into 7 linked
lists. The number included in each circle is its new
vertex number, the squares represent the sibling ver-
tices, the subscript of each vertex is the old vertex
number and the numbers on the left side are list num-
bers.

2.2 Stage 2: Connect each source and sink to
make a disconnected graph strongly con-
nected

In the divided linked lists, each connected component
is composed of more than one linked list, and has at
least one source and sink. In this stage, initially the
boundary linked lists which separate connected com-
ponents are found, and at each boundary linked list, a
sink in each connected component and a source in the
next connected component are linked by searching the
table of arrays SO and SI. Subsequently, the given dis-
connected components are made into one connected
component. Next, the sink of the linked list with the
maximum list number and the source of the linked list
with the minimum list number are connected. At this
time, the given graph has one strongly connected com-
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Figure 3: Divided linked lists and arrays SO and SI.

ponent. Finally the remaining unlinked sources and
sinks are linked with the minimum directed edges. At
the end of this stage, the given disconnected directed
graph is made into one strongly connected component
graph. This stage is composed of the following three
steps.

Step 2.1 The boundary linked lists which separate
connected components are found. Initially,
the maximum list number of sibling vertices
is calculated by the partial maximum parallel
algorithm[4] on an array LISTN[1..S[n]]. Then
the indivisual maximum list number of each
linked list is found by the doubling technique[4].
Finally, the maximum list number of each linked
list is corrected, so as to be not decreasing along
the number of each linked list. Then, if each
maximum list number is equal to its list num-
ber, its linked list is separate between one con-
nected component and the next connected com-
ponent, and it is marked. This step requires
O(log(n + m)) time and O(n + m) processors.

Step 2.2 All connected components in the given dis-
connected graph are linked according to the list
number, and made into one connected compo-
nent. We add each directed edge, which links
from a sink in a connected component to a source
in the next connected component on each bound-
ary found in Step 2.1. Here there is a case where
the boundary linked list does not have a sink, so
the array SI must be searched by the doubling
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Figure 4: Added edges in Step2.2.
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Figure 5: Connected graph.

technique to find a sink with the nearest list num-
ber in the same connected component. Similarly,
there is a case where the next linked list of the
boundary linked list does not have a source, so
the array SO must be searched as the same as a
sink. Next, an edge which links from the sink
with the largest list number to the source with
the smallest list number is added. At this time,
the given graph has one strongly connected com-
ponent. The arrays AEI[1..L] and AEO[1..L]
are used to store the in-vertices and out-vertices
on the added directed edges, and already linked
sources and sinks are deleted from arrays SO and
SI respectively. Step 2.2 requires O(log(n+m))
time and O(n + m) processors.

In the example, Figure 4 shows the arrays AEO
and AEI representing the added edges in this
step. The marked index numbers represent the
boundaries of connected components found in
Step 2.1. Figure 5 also shows the connected
graph.

Step 2.3 The minimum directed edges are added to
link from the remaining unlinked sinks to the re-
maining unlinked sources, using the arrays SO
and SI. Initially, the vertex numbers with index
numbers in the arrays SO and SI are sorted re-
spectively to get together the remaining unlinked
sources and sinks. In order to make the num-
bers of sources and sinks even, if the number
of sources is smaller than the number of sinks,
fill the array SO with the vertex number of the
source which has the smallest list number found
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Figure 6: Remaining unlinked sources and sinks.
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Figure 7: New added edges.

in Step 2.2, or vice versa. Then a pair of each
directed edge in the arrays SO and SI is stored to
the arrays AEO and AEI according to the specific
index number(INDEX). Finally we obtain one
strongly connected component graph by adding
the directed edges in the arrays AEO and AEI
to the given disconnected directed graph. Step
2.3 requires O(log(n + m)) time and O(n + m)
processors because the arrays SO and SI must be
sorted.

In the example, Figure 6 shows the remaining un-
linked sources and sinks. Figure 7 shows the re-
sult of sorting and linking the remaining sources
and sinks, and also the new added edges.

Stage 2 requires O(log(n + m)) time and O(n +
m) processors.

Now, we will calculate the number of the added
edges in this stage. Let ncc be the number of the
given connected components. Again, let nso, nsi and
nis be the number of sources, sinks and isolated ver-
tices respectively. Then, in Step 2.2 the number of the
added edges is (ncc + nis - 1) + 1, and in Step 2.3 it is
max(nso - ncc, nsi - ncc). Namely,

added edges = (ncc + nis − 1) + 1
+ max(nso − ncc, nsi − ncc)

= max(nso, nsi) + nis

Accordingly, this expression satisfies Theorem 1.
Finally, we show the final result of the strongly

connected graph constructed by this parallel algorithm
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Figure 8: Constructed strongly connected component
graph.

in Figure 8. The bold lines are the edges added in
Step 2.2 and the dotted bold lines are those added in
Step 2.3. In Figure 8, the given graph of the example
has 3 sources, 4 sinks and 2 isolated vertices, then the
number of the new added edges is 6. So 4+2=6 edges
satisfy Theorem 1.

3 Conclusion

We have proposed a parallel algorithm for finding
the minimum edges to make a disconnected directed
acyclic graph strongly connected. This parallel algo-
rithm requires O(log(n + m)) time and O(n + m)
processors On a CREW PRAM model.

This algorithm is an efficient parallel algorithm
because it requires at most O(n2) processors if the
given graph is a dense graph (m = O(n2)) and also
requires only O(n) processors if the given graph is
a sparse graph (m = O(n)). Moreover, the time
complexity of the known algorithm is O(log n) on
a CRCW PRAM model, while that of the proposed
algorithm is O(log(n + m)) on a CREW PRAM
model, therefore when compared with the identical
model, the proposed algorithm is more efficient than
the known algorithm.
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