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Abstract: - Software design is a high value-added business, so the sequence decision of design requirements is a 
critical issue for the satisfaction of customer needs for improving marketing quality. On the other hand, data 
mining has been successfully applied in many fields. However, little research has been done in the quality 
function development of identifying the future sequence decision of design requirements, using data mining and 
grey theory. This study applied a time series-based data mining cycle and grey relational analysis, using sales 
questionnarie database, to identify the future sequence decision of design requirements for software designers. 
Certain advantages may be observed when the future sequence decision of design requirements was identified, 
using the data mining cycle and grey relational analysis. The future design requirement of each customer was 
found and satisfied in advance. The results of this study can provide an effective procedure of identifying the 
future design requirements to satisfy customer needs and enhance the marketing quality and competitiveness of 
software company in the marketplace. 
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1   Introduction 
Software design is a high value-added business, so 
the sequence decision of design requirements for 
software company is a critical issue for the 
satisfaction of customer needs. The software design 
includes various systems, such as large-scale on-line 
systems for the different businesses, basic software 
operating systems, application systems and others. 
Software satisfaction has traditionally been defined in 
terms of fitness for use [1]. A software product is 
believed to be fit for use if it performs to some level 
of user satisfaction, in terms of functionality and 
continuous operation [2]. In order to fulfill high 
customer satisfaction, the sequence decision of 
design requirements should be identified. 
Requirements analysis of a software system is always 
considered as one of very important steps in the 
software development procedure [3]. 

Quality Function Deployment (QFD) is a 
Japanese development and design technology. QFD 
has been widely applied to achieve customer needs 
and improve customer satisfaction in many fields. 
Some researchers defined QFD as follows: “This 
technology focuses and coordinates skills within an 
organization, first to design, then to manufacture and 
market products that customers want to purchase and 
will continue to purchase [4].” Some companies have 
claimed great success with QFD. Proponents assert 
that QFD has helped them reduce production costs, 
design time and cost; increase customer satisfaction 
and marketing quality [5, 6]. 

 
QFD was first introduced by Akao in 1972 at 

Mitsubishi’s Kobe shipyard site, and then Toyota and 
its suppliers developed it further for a rust prevention 
study [7]. After the concept of QFD was introduced 
in the US through auto manufacturers and parts 
suppliers [8], many US firms, such as AT&T, Digital 
Equipment, Ford, GM, Hewlett-Packard, Procter & 
Gamble, and Raychem, applied QFD to improving 
communication, product development [5, 9]. 

Because the voice of the customer is essential, 
the House of Quality (HOQ) converts each customer 
need (CN) into one or more quality characteristics 
(design requirements; DRs) in the first phase of QFD. 
The main goal of HOQ is to identify customer needs 
and weights for the product (WHATs) and then to 
convert these needs into design requirements 
(HOWs). It has a great benefit that predicting the 
future sequence decision of design requirements for 
software designers could help companies provide 
better products, enhance their competitiveness in 
marketplace, increase customer satisfaction. On the 
other hand, the application domain of data mining is 
quite broad and plausible in health insurance [10], 
surface roughness prediction [11], biomedical 
technology [12], risk prediction [13], human resource 
management [14], semiconductor manufacturing 
[15], production schedule [16], marketing [17] and 
others. However, little research has also been applied 
to the future sequence decision of design 
requirements in QFD using data mining cycle. This 
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study applied a time series-based data mining cycle 
and grey relational analysis, using sales questionnarie 
database, to identify the future sequence decision of 
design requirements for software designers. By 
applying the proposed approach, the future sequence 
decision of design requirements can be found to 
enhance marketing quality and competitiveness in the 
software marketplace. 
 
 
2   Time Series-based Data Mining and 
Grey Relational Analysis 
Berry and Linoff defined data mining as the analysis 
of huge amounts of data by automatic or 
semi-automatic means, in order to identify significant 
patterns or rules [18]. One of the most important data 
mining techniques is time series analysis. Time series 
data often arise when monitoring industrial processes 
or tracking corporate business metrics [19].  

Forecasting is a important tool of time series 
analysis. Forecasting can do for just that - if a time 
series has behaved a certain way in the past, the future 
behavior can be predicted within certain confidence 
limits by building models [20, 21]. One of the most 
important forecasting techniques is exponential 
smoothing analysis for time series analysis. Forecasts 
generated with this method are a weighted average of 
the past values of the variable. The weights decline 
for older observations. The rationale is that more 
recent observations are more inuential than older 
observations. The forecast for period t+1 calculated 
in period t is called Ft+1. Therefore, Ft is the forecast 
for period t calculated in period t-1. The forecast for 
period t+1 is, 

 
 

 
which represents a weighted average of the actual 
alue (At) and the forecast (Ft) of the actual value 
(calculated at t-1). The higher the value of alpha the 
more weight is given to current values [22]. 

On the other hand, one of the most important 
grey theory techniques is grey relational analysis. Let 
the original reference sequence and comparability 
sequences be represented as  and , i = 
1, 2, . . .,m; k = 1, 2, . . ., n, respectively.  

Data preprocessing is normally required since 
the range and unit in one data sequence may differ 
from the others. Data preprocessing is also necessary 
when the sequence scatter range is too large, or when 
the directions of the target in the sequences are 
different. Data preprocessing is a process of 
transferring the original sequence to a comparable 
sequence. Depending on the characteristics of data 

sequence, there are various methodologies of data 
preprocessing [23, 24, 25, 26] available for the grey 
relational analysis.  

If the target value of original sequence is 
infinite, then it has a characteristic of 
“the-larger-the-better”. The original sequence can 
be normalized as follows: 
 

 
 
when the-smaller-the-better is a characteristic of the 
original sequence, then the original sequence 
should be normalized as follows: 
 

 
 

However, if there is a definite target value to 
be achieved, then the original sequence will be 
normalized in the form: 
 

 
 

Or, the original sequence can be simply 
normalized by the most basic methodology, i.e. let 
the values of original sequence are divided by the 
first value of the sequence: 
 

 
 
where is the original sequence,  the 
sequence after the data preprocessing, max  
the largest value of  and min  the 
smallest value of . 

After data preprocessing is carried out, a grey 
relational coefficient can be calculated with the 
preprocessed sequences. The grey relational 
coefficient [23, 24, 25, 26] is defined as follows: 

 

 
 

where is the deviation sequence of the 
reference sequence  and the comparability 
sequence. 
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The grey relational grade [23, 24, 25, 26] is a 

weighting-sum of the grey relational coefficient. It 
is defined as follows: 

 

 
 

Here, the grey relational grade  
represents the level of correlation between the 
reference sequence and the comparability sequence. 

Thus, this study proposed a time series-based 
data mining cycle and grey relational analysis, in 
order to mine the future sequence decision of design 
requirements in QFD for satisfying customer needs. 

 
 

3   The Data Mining Procedure 
This study uses data mining cycle and grey relational 
analysis to identify the future design requirements 
with each respective step closely involved. The data 
mining cycle involves a series of activities, from 
defining the problem to evaluating and applying the 
results. The previous steps can be served as the 
baseline reference for the next step, and the steps for 
identifying the future design requirements in QFD for 
software design are described below. 
 
3.1 Defining the problem for data mining 
Owing to unknown weights of future customer needs 
for the future sequence decision of design 
requirements, a large questionnaire database was 
created for a professional software design company, 
based on many sales questionnaries, measured in 
each of the 2500 customer needs about first 
impressions, according to four period questionnaries; 
this resulted in a huge amount of data.  

The goal of this study was to explore and 
analyze a huge amount of data, by employing a time 
series-based data mining cycle and grey relational 
analysis in QFD, so as to identify the weights within 
customer questionnaries in each period. Based on 
these the weights of customer needs, the future 
sequence decision of design requirements may be 
discovered and the results can be encouraged and 
beneficial for sofeware designers and company.  
 

3.2 Data preparation and analysis 
The data was processed, and analyzed, in order to 
enhance the efficiency and ensure the accuracy of the 
results [27]. Before mining the data, it had to be 
checked and processed, with all abnormal or missing 
data being separated out. As a result, of the 10,000 
questionnaries, 44, which had missing or abnormal 
data, were deleted; this left a total of 9956 valid 
questionnaries regarding the customer needs of first 
impressions. There are six customer needs and five 
deign requirements for each questionnaire, as shown 
in Table 1 and Table 2. To simplify the space, each 
customer need is denoted as CN, and the notation of 
DR is used for each design requirement. 
 
Table 1. Definitions of customer needs 

 Customer Needs 
CN1 Looks good  
CN2 Easy to learn initially 
CN3 Easy to use after learned 
CN4 Easy to install 
CN5 Well packaged 
CN6 Good price 

 
 
Table 2. Definitions of deign requirements 

 Deign requirements 
DR1 Preliminary screen designs 
DR2 Interaction time for common operations 
DR3 Estimated time for novice to learn 
DR4 Estimated time for novice to inatall 
DR5 Packaging layout 

 
 
3.3 Data mining by time series analysis 
The weight for each customer need is evaluated by a 
1–10 scale, where a customer need with a higher 
value is more important. The weights of four period 
for each customer need are periodically computed in 
Table 3. 
 
Table 3. Weights of customer needs 

 Period 1 Period 2 Period 3 Period 4 
CN1 5.1 5.9 6.5 6.7 
CN2 4.8 6.3 6.5 7.2 
CN3 5.2 5.5 6.4 7.8 
CN4 5.4 4.8 5.2 5.4 
CN5 3.2 3.4 3.3 3.8 
CN6 7.1 7.5 7.8 8.3 
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On the other hand, it is essential for software 
company to reflect customer needs by corporate 
language and then fulfil those deign requirements to 
satisfy customer needs. When customer needs are 
translated by HOWs, the software company has to 
check the relationship between WHATs and HOWs.  

QFD represent the respective strong (with a 
weight of 9), moderate (with a weight of 3), and weak 
relationship (with a weight of 1), while the blank is 
zero. Taking period 1 as an example, the matrix 
relationship between customer needs and deign 
requirements was shown in Table 4. 

 
Table 4. The HOQ of period 1 

 Period 
weight 

DR1 DR2 DR3 DR4 DR5 

CN1 5.1 9    1 
CN2 4.8 1  3   
CN3 5.2 3 1 9 3  
CN4 5.4 3 9 1 1  
CN5 3.2  1 3 9 9 
CN6 7.1     3 

 
Through checking the relationship between 

WHATs and HOWs, the matrix relationship between 
customer needs and deign requirements were 
determined. Subsequently, data mining was 
undertaken, using a time series-based data mining 
cycle, to mine the weights and determine the trend of 
each customer need for the next period.  

According to the data mining cycle, the 
weights of customer needs in the next period (period 
5) would be estimated as shown in Table 5. As 
shown, the weight of CN1 in the period 5 (Predicted) 
is 6.6; thus, these predicted weights of customer 
needs were chosen for the next processing by using 
grey relational analysis. 

 
Table 5. Predicted weights for the customer needs 

 Period 
1 

Period 
2 

Period 
3 

Period 
4 

 
Predicted 

CN1 5.1 5.9 6.5 6.7 6.6 
CN2 4.8 6.3 6.5 7.2 6.9 

CN3 5.2 5.5 6.4 7.8 7.3 

CN4 5.4 4.8 5.2 5.4 5.3 

CN5 3.2 3.4 3.3 3.8 3.7 

CN6 7.1 7.5 7.8 8.3 8.1 

 
 
 
 

3.4 Grey relational analysis 
Through determining the future weights of customer 
needs, the HOQ between design requirements and 
future weights of customer needs were shown in 
Table 6.  
 
Table 6. The HOQ between DRs and CRs 

 Period 
weight 

DR1 DR2 DR3 DR4 DR5 

CN1 6.6 9    1 
CN2 6.9 1  3   
CN3 7.3 3 1 9 3  
CN4 5.3 3 9 1 1  
CN5 3.7  1 3 9 9 
CN6 8.1     3 

 
Owing to the target value of original sequence 

is infinite, this study has a characteristic of 
“the-larger-the-better”. Furthermore, the original 
sequence would be normalized as shown in Table 7. 

 
Table 7. The normalization of original sequence 

DR1 DR2 DR3 DR4 DR5 
1 0 0 0 0.11 

0.33 0 1 0 0 
0.33 0.11 1 0.33 0 
0.33 1 0.11 0.11 0 

0 0.11 0.33 1 1 
0 0 0 0 1 

 
After data preprocessing was carried out, a 

grey relational coefficient would be calculated with 
the preprocessed sequences. The grey relational 
coefficient was defined as shown in Table 8. 
 
Table 8. The grey relational coefficient  

DR1 DR2 DR3 DR4 DR5 
0 1 1 1 0.89 

0.67 1 0 1 1 
0.67 0.89 0 0.67 1 
0.67 0 0.89 0.89 1 

1 0.89 0.67 0 0 
1 1 1 1 0 

 
The grey relational grade is a weighting-sum 

of the grey relational coefficient. It was computed 
as shown in Table 9. Furthermore, the sequence of 
grey relational grade for the future sequence 
decision of design requirements was shown in 
Table 10. 
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Table 9. The grey relational grade 
DR1 DR2 DR3 DR4 DR5 

1 0.5 0.5 0.5 0.53 
0.60 0.5 1 0.5 0.5 
0.60 0.53 1 0.60 0.5 
0.60 1 0.53 0.53 0.5 
0.5 0.53 0.60 1 1 
0.5 0.5 0.5 0.5 1 

 
 
Table 10. The sequence of grey relational grade  

 Grey relational grade Sequence 
DR1 0.6385 3 
DR2 0.5786 4 
DR3 0.7013 1 
DR4 0.5723 5 
DR5 0.6609 2 

 
 
3.5 Evaluation and Application of Results 
The future sequence decision of each design 
requirement to satisfy customer future needs was 
analysed in Table 10. According to the future 
sequence decision, DR3 and DR5 should be closely 
noticed since they have front sequence and could 
become the most important design requirement to 
satisfy customer needs in the future. By contrast, 
DR4 has a back sequence and could become the 
least important design requirement in the future. 
Different sequence of design requirement should be 
considered differently for software designers. The 
future sequence decision of design requirements 
can be designed and planned to satisfy customer 
future needs in advance.  

In addition, the data mining cycle emphasizes 
the dataset information by repeating interaction 
activities. Since customer needs can change rapidly, 
the questionnarie database of customer needs must 
be updated continually; therefore, the time 
series-based data mining cycle and grey relational 
analysis, proposed in this study, will continually 
update the database and continually identify the 
future customer needs for the future sequence 
decision of design requirements for software 
designers. These revised deign requirements will 
exactly satisfy with customer needs, allowing 
software designers access to the latest customer 
needs, thus facilitating advanced software design. 
 
 
 

4   Conclusion 
The application domain of data mining is quite broad. 
However, little research has also been applied to the 
future sequence decision of design requirements in 
QFD using data mining cycle. This study applied a 
time series-based data mining cycle and grey 
relational analysis, using sales questionnarie 
database, to identify the future sequence decision of 
design requirements for software designers. Certain 
advantages may be observed when the future 
sequence decision of design requirements were 
identified, using the proposed approach. The future 
design requirement of each customer was found and 
satisfied in advance. The results of this study can 
provide an effective procedure of identifying the 
future design requirements to satisfy customer needs 
and facilitate the marketing quality in the 
marketplace for software company. 
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