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Abstract: The paper proposes the use of a mobile sensors network for the cases of large or distributed measurements
requirements. An optimal approach for the computation of the trajectories for the sensors is followed. In addition,
problems on the communications between mobiles are faced, producing a slight modification of the optimal control
problem formulation. Simulation results are provided in order to evidence the effectiveness of the proposed solution
and the effects of the constraints due to the communication requirements.
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1 Introduction

In the last years several problems involving very large
or distributed systems monitoring and control have
made the use of distributed (network) sensors systems
crucial for the fulfillment of the requirements. As a
consequence, the interest of many researchers for this
kind of problems has been growing and growing, as
proved for example by [1, 8]. The basic common fea-
ture required by sensor networks is the full coverage
of the given (large) area with the union of each sin-
gle field of measurement; then, the use of several sen-
sors, suitably deployed, makes the range of measure-
ments as wide as required. This problem has been
usually faced studying optimal, suboptimal or heuris-
tic solutions to the coverage problem in terms of col-
location of sensors in the area under measurement. In
this sense, the problem is to understand where the sen-
sors have to be posed for best performances. Such a
problem has been well studied in a lot of works, such
as [7, 4, 14, 9, 6, 10]. In [13, 5] the problem of self-
deploying mobile sensors, able to configure according
to the environment, is addressed and some solutions
are proposed. In these kind of approaches a common
fact is the use of a lot of quasi static sensor units to
cover a given area.

A different idea is to use a reduced number of
sensor units moving continuously; this is the one pro-
posed also by the authors in [2]. The advantages of
such an approach are clear; the main ones are, for
example, that less devices are to be used and a more
quick recovery after failure of one sensor is provided.

On the other hand, these advantages are to be paid:
by the loose of a continuous measurement, assuring
only a measurement of each point of the field within
a prefixed time interval, by the necessity of providing
each sensor unit with a motion capability, by the re-
quirement of a coordinated motion, and by the conse-
quences of a continuous change in the configuration.
This last fact strongly affects the communication ca-
pabilities of the sensors in the network. For distributed
sensing system the study of communication between
nodes is an interesting aspect for research activities
([3, 12]). If for a static sensor network the choice of
number of sensors and their deployment can take into
account the range of each communication device, in
a dynamic network the distances change continuously
and then, in order to maintain the network connec-
tion, it is necessary to introduce some constrains on
the instantaneous position of the sensors. An inter-
esting study of the connection aspect of random de-
ployed sensor networks is proposed in [11], but there
the variability is only in the initial (and static) posi-
tion.

In the present work the authors wish to show how
can be easily modified the approach introduced in [2]
in order to introduce also the constraints arising from
these communication connections problems.

The motion problem for a set of moving sen-
sors, under kinematic and dynamic constraints on the
motion, and under distance constrains introduced to
maintain a given network topology, with the objec-
tive to maximize the area covered during the move-
ment is formulated as an optimal control problem.
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As performed in [2], in order to simplify the solu-
tion of the problem, discretization of space and time
are performed, so obtaining a discrete time optimal
control problem equivalent to a Nonlinear Program-
ming (NLP) one. The present solution is focused
on how communication constrains caused by different
network topologies can influence the coverage perfor-
mances.

The paper is organized as follows. In Section 2
the mathematical model of the sensors is given, to-
gether with the constraints to be satisfied. Model and
constraints are then used to propose a formulation for
the optimal control problem presented in Section 3
formulated in terms of a NLP problem. Section 4 is
devoted to the comparison of coverage performances
for different network topologies showing simulation
results. Some final comments in Section 5 end the pa-
per.

2 The mathematical model

For sake of simplicity, the assumption of homoge-
neous sensor devices is assumed, that is all the sen-
sors have the same characteristics. Clearly, the pro-
posed approach applies also to non homogeneous sen-
sors systems: an additional index should be added to
all variables and, somewhere, sums over such an index
may be required.

Under the simplifying hypothesis, each mobile
sensor is modeled, from the dynamic point of view, as
a material point of unitary mass, moving on a space
W ⊂ IR2, called the workspace, under the action
of two independent control input forces named u1(t)
and u2(t). Then, the position of the i-th sensor in
W at time t is described by its Cartesian coordinates
(x(i)

1 (t), x(i)
2 (t)). The motion is assumed to satisfy the

classical simple equations

ẍ
(i)
1 (t) = u

(i)
1 (t)

ẍ
(i)
2 (t) = u

(i)
2 (t)

(1)

The linearity of 1 allows one to write the dynam-
ics in the form

ż(i)(t) = Az(i)(t) + Bu(i)(t)
y(i)(t) = Cz(i)(t)

(2)

where

A =




0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0


 B =




1 0
0 0
0 1
0 0




C =

(
0 1 0 0
0 0 1 0

)

once the state vector z(i)(t) =(
ẋ

(i)
1 (t), x(i)

1 (t), ẋ(i)
2 (t), x(i)

2 (t)
)T

and the out-

put y(i)(t) =
(

x
(i)
1 (t), x(i)

2 (t)
)T

are defined.

Clearly, y(i)(t) denotes the trajectory followed by the
i–th mobile sensor. If N sensor units are considered,
the vector

y(t) = ( y(1)(t) y(2)(t) · · · y(N)(t) )T

can be defined to denote the generalized trajectory of
the whole system such that, for each t, N points in the
workspace are given representing the instantaneous
positions (configuration) of the N sensors.

If the workspace W is supposed to be a rectangu-
lar subset of IR2, the trajectory must satisfy the con-
straints

x1,min ≤ x
(i)
1 (t) ≤ x1,max

x2,min ≤ x
(i)
2 (t) ≤ x2,max

Moreover, physical limits on the actuators (for the
motion) and/or on the sensors (in terms of velocity in
the measure acquisition) suggest the introduction of
the following additional constraints

|ẋ(i)
1 (t)| ≤ vmax

|ẋ(i)
2 (t)| ≤ vmax

|u(i)
1 (t)| ≤ umax

|u(i)
2 (t)| ≤ umax

Each mobile sensor at time t is assumed to take
measures within a circular area of radius ρS around
its current position y(i)(t).

Such an area under sensor visibility will be de-
noted as

M (i)(t) = σ(y(i)(t), ρ(i)
S ) (3)

In other words, M (i)(t) denotes the area over which
the i-th sensor can take measures at time t. The intro-
duction of directional sensors can be modeled, within
the present framework, by the simple change of 3 into

M (i)(t) = σ(y(i)(t), ρ(i)
S , θ

(i)
0 , ∆θ(i))

where θ
(i)
0 denotes the main direction and ∆θ(i) the

amplitude of the directional cone.

In addition, it is assumed that two sensors can
communicate if the distance between them is smaller
than a given communication radius ρC .

The function used to evaluate how sensors tra-
jectories cover the space is based on the distance
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d(y(t), P ) between the points {P |P ∈ W} of the
workspace and the generalized trajectory y(t).

Defining the distance between a point P of the
workspace and a generalized trajectory y(t), within a
time interval Θ = [0, tf ], as

d(y(t), P ) = min
t∈Θ,j∈{1,2,...N}

||P − yj(t)|| (4)

and making use of the function

pos(ξ) =





ξ if ξ > 0

0 if ξ ≤ 0
(5)

that fixes to zero any nonpositive value, the function

d̂(y(t), P, ρS) = pos (d(y(t), P )− ρS) ≥ 0

can be defined. Then, a measure of how the general-
ized trajectory y(t) produces a good coverage of the
workspace can be given by

J(y(t)) =
∫

P∈W
d̂(y(t), P, ρS) (6)

Smaller is J(y(t), better is the coverage. If
J(y(t)) = 0 than y(t) covers completely the
workspace.

2.1 Communication Constrains

Communication between mobile sensors is very im-
portant, since the mobile units constitute the commu-
nication network used for data exchange and transmis-
sion, but also for sensor localization, coordination and
commands communication.

In order to assure communication between sen-
sors, a full connection of the sensors network is re-
quired. This can be imposed introducing some motion
constrains.

The network can be represented by a connected
graph G, where the nodes represent the sensors, and
each arch the bidirectional communication link be-
tween two sensors. The network topology is given and
can be represented by an adjacency matrix AG that, as
well known, is composed only by 0 or 1:

AG(i, j) = 1

if there is a link between node i and node j

AG(i, j) = 0

if there is not a link between node i and node j
The existence of a link between nodes depends on

the distance between them according to the rule

||y(i)(t) − y(j)(t)|| ≤ ρC ∀t ∈ Θ ⇒ AG(i, j) = 1

3 The Optimal Control Problem for-
mulation

Making use of the element introduced in previous sub-
sections, the Optimal Control Problem can be formu-
lated in order to find the best trajectory y∗(t) that
maximizes the area covered by measurement of the
N moving sensors during the time interval Θ, and sat-
isfies the constraints. Then a constrained optimal con-
trol problem is obtained, whose form is ([2])

minJ(Λ(u(t)))

f(u(t)) = 0

g(u(t)) ≤ 0

d(Λi(u(i)(t), Λj(u(j)(t)) ≤ ρC if AG(i, j) = 1 ∀t ∈ Θ
(7)

In (7), the cost functional J(·) is given by (from
(6))

J(Λ(u(t))) =
∫

p∈W
d̂(Λ(u(t)), p, ρS) (8)

where

u(t) = (u(i)(t) . . . (N)(t) )T

and

Λ(u(t)) = ( Λ1(u(1)(t)) . . . ΛN(u(N)(t)) )

The optimal solution u∗(t) is given by the con-
trol inputs that produce the optimal trajectory y∗(t) =
Λ (u∗(t)), (t ∈ Θ).

In general is not possible to solve analytically the
optimal control problem defined in the precedent sec-
tion, due the form of the functional J(·) in (7). In
next section a solvable discrete problem is defined and
solved.

In order to overcome the difficulty of solving a
problem as (7) due to the complexity of the cost func-
tion J(·), a discretization is performed, both with re-
spect to space W , and with respect to time in all the
time dependent expressions.

The workspace is divided into square cells ci,j

with resolution (size) lres, and the trajectories are dis-
cretized with sample time Ts. The equations of the
discrete time dynamics for a single moving sensor are:

z(i)((k + 1)Ts) = Adz
(i)(kTs) + Bdu

(i)(kTs)

y(i)(kTs) = Cz(i)(kTs)
(9)
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where Ad = eATs and Bd =
∫ Ts
0 eAτBdτ

The state z(i)(t) at the generic time instant t =
kTs depends on the initial state z

(i)
0 and on the discrete

control u(i)(t) from time t = 0 to time t = (k − 1)Ts

z(i)(kTs) = Ak
dz

(i)
0 +

N−1∑

i=0

Ai
dBdu

(i)((N−1)Ts−iTs)

(10)
The following vectors and matrices are now de-

fined

Z
(i)
k =




z(i)(Ts)
...

z(i)(kTs)




Y
(i)
k =




y(i)(0)
...

y(i)(kTs)




Hk =




Ad Bd ... 0 0
A2

d AdBd ... 0 0
...

...
. . .

...
...

Ak
d Ak−1

d Bd ... AdBd Bd




U
(i)
k =




z(i)(0)
u(i)(0)

...
u(i)((k − 1)Ts))




Umax =




umax
...

umax




Zmax =




v
(i)
max

x
(i)
1,max

v
(i)
max

x
(i)
2,max

−−
...

−−
v

(i)
max

x
(i)
1,max

v
(i)
max

x
(i)
2,max




Zmin =




−v
(i)
max

x
(i)
1,min

−v
(i)
max

x
(i)
2,min

−−
...

−−
−v

(i)
max

x
(i)
1,min

−v
(i)
max

x
(i)
2,min




Making use of such matrices, the sequence of val-
ues for the sampled state vector z(i)(kTs) can be ex-
pressed by the simple compact form

Z
(i)
k = H

(i)
k U

(i)
k (11)

For every mobile sensor is possible to define

the matrices A
(i)
model =

[
H

(i)
k

−H
(i)
k

]
and B

(i)
model =

[
Z

(i)
max

−Z
(i)
min

]

For the set of N moving sensors, one has

UN
k =




U
(1)
k
...

U
(N)
k




Y N
k =




Y
(1)
k
...

Y
(N)
k




AN
model =




A
(1)
model 0 ... 0

...
...

. . .
...

0 0 ... A
(N)
model




BN
model =




B
(1)
model

...

B
(N)
model




The cost function can then be written as:

J(Y N
k ) =

νx∑

i=1

νy∑

j=1

d̂(Λ(UN
k ), ci,j, ρS)

where νx = (xmax−xmin)
lres

, νy = (ymax−ymin)
lres

and

Λ(UN
k ) = Y N

k .

3.1 The Nonlinear Programming Problem
formulation

The problem of finding the maximum area coverage
trajectory, under the constraint of connectivity mainte-
nance in the communications connection, can now be
written as a discrete optimization problem with linear
inequality, box and nonlinear constraints

min
UN

k

νx∑

i=1

νy∑

j=1

d̂(Λ(UN
k ), ci,j, ρS)

AN
modelU

N
k ≤ BN

model

−UN
max ≤ UN

k ≤ UN
max (12)

d(ΛUk, i, ΛUk, j) ≤ ρC if AG(i, j) = 1
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Suboptimal solutions can be computed using nu-
merical methods. In the simulations performed, the
SQP (Sequential Quadratic Programming) method has
been applied. The obtained model can be customized
according to the specific task, as shown in the follow-
ing section.

4 Simulation Results

In this section simulations results are reported in or-
der to put in evidence the capabilities and he effec-
tiveness of the proposed solution, and to show how
different topology constrains influence the coverage
performances. The values of parameters used in all
the simulations are:

umax = 0.5N,

vmax = 1.5 m
sec ,

Ts = 0.5sec

Ring Network
In the ring topology (figure 1) each node is di-

rectly connected with two other nodes; With this
structure the network maintain connection even with
the fault of one sensor node. The solutions for ring
network of three moving nodes are showed in figure
2.

Figure 1: Ring Topology with four nodes

The area covered with measures is the 75% of the
total. The same results are showed in figure 3 for
a ring network with four moving nodes on a larger
workspace

The area covered with measures is the 66% of the
total.

Line Network
The line topology (figure 4), is the less constrain-

ing topology, and the one who allows the best cover-
age performances. The problem of this network struc-
ture is that it is not directly fault tolerant, because the
fault of one of the internal nodes cause the loss of
network connection if no recover manoeuvre is per-
formed. Solutions for ring network of 3 moving nodes
are showed in 5
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Figure 2: Suboptimal trajectory for a moving sensor
network with three nodes and ring topology (xmax =
ymax = 6m, xmin = ymin = −6m).
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Figure 3: Suboptimal trajectory for a moving sensor
network with four nodes and ring topology (xmax =
ymax = 7m, xmin = ymin = −7m).

Figure 4: Line Topology with four nodes

The area covered with measures is the 83% of the
total. The same results are showed in figure 6 for
a ring network with four moving nodes on a larger
workspace

The area covered with measures is the 82% of the
total. The growth of coverage performance with re-
spect to the ring topology is evident.
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Figure 5: Suboptimal trajectory for a moving sensor
network with tree nodes and ring topology (xmax =
ymax = −6m, xmin = ymin = −6m).
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Figure 6: Suboptimal trajectory for a moving sensor
network with four nodes and ring topology (xmax =
ymax = −7m, xmin = ymin = −7m).

5 Conclusion
In the present paper a measurement system composed
by a network of several sensors moving within the
area under measure has been considered. This sys-
tem has been called dynamic sensor network. For this
kind of system the formulation for an optimal solution
to the area coverage problem has been provided. The
constraints on the maximal distance able to maintain
a communication connection between sensors have
been considered and their influence on the coverage
capability has been evidenced.

References:

[1] I.F. Akyildiz, Weilian Su, Y. Sankarasubramaniam,
and E. Cayirci. A survey on sensor networks. Com-
munications Magazine, IEEE, 40(8):102–114, Aug.
2002.

[2] S. Gabriele and P. Di Giamberardino. Dynamic sen-
sor networks. an approach to optimal dynamic field
coverage. In in 4th InternationalConference on Infor-
matics in Control, Automation and Robotics (ICINCO
’07), 2007.

[3] Andreas Willig Holger Karl. Protocols and Architec-
tures for Wireless Sensor Networks. Wiley, 2005.

[4] Yung-Tsung Hou, Tzu-Chen Lee, Chia-Mei Chen,
and Bingchiang Jeng. Node placement for optimal
coverage in sensor networks. In Proceedings of IEEE
International Conference on Sensor Networks, Ubiq-
uitous, and Trustworthy Computing, 2006.

[5] Sukhatme Howard, Mataric. An incremental self-
deployment for mobile sensor networks. Autonomus
Robots, 2002.

[6] Chi-Fu Huang and Yu-Chee Tseng. The coverage
problem in a wireless sensor network. Mobile Net-
works and Applications, 10:519–528, 2005.

[7] V. Isler, S. Kannan, and K. Daniilidis. Sampling
based sensor-network deployment. In Proceedings
of IEEE/RSJ International Conference on Intelligent
Robots and Systems IROS, 2004.

[8] F. L. Lewis. Smart Environments: Technologies, Pro-
tocols and Applications, chapter 2. D.J. Cook and S.
K. Das, 2004.

[9] P.L. Lin, F.Y.S. Chiu. A near-optimal sensor
placement algorithm to achieve complete coverage-
discrimination in sensor networks. Communications
Letters, IEEE, 9:43–45, 2005.

[10] S. Meguerdichian, F. Koushanfar, M. Potkonjak, and
M.B. Srivastava. Coverage problems in wireless ad-
hoc sensor networks. In INFOCOM 2001. Twentieth
Annual Joint Conference of the IEEE Computer and
Communications Societies. Proceedings. IEEE, vol-
ume 3, pages 1380–1387vol.3, 22-26 April 2001.

[11] Poduri Sameera and Sukhatme Gaurav S. Con-
strained coverage for mobile sensor networks. In
IEEE International Conference on Robotics and Au-
tomation, pages 165-172, 2004.

[12] Ivan Stojmenovic. Handbook of Sensor Networks Al-
gorithms and Architecture. Wiley, 2005.

[13] Jindong Tan, O.M. Lozano, Ning Xi, and Weihua
Sheng. Multiple vehicle systems for sensor network
area coverage. In Intelligent Control and Automation,
2004. WCICA 2004. Fifth World Congress on, vol-
ume 5, pages 4666–4670Vol.5, 15-19 June 2004.

[14] Y. Zou and K. Chakrabarty. Uncertainty-aware
and coverage-oriented deployment for sensor net-
works. Journal of Parallel and Distributed Comput-
ing, 64:788–798, 2004.

Proceedings of the 11th WSEAS International Conference on SYSTEMS, Agios Nikolaos, Crete Island, Greece, July 23-25, 2007         254


