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Abstract: This paper presents a new method to improve analog design automation and thus design reuse. A top-
down constraint driven methodology is applied to design complex analog system. This approach formulates the
design problem as a multi objective optimization problem (MOOP). In the last decades optimization has been
introduced in the field of analog design. Nevertheless, the knowledge needed to build an optimization problem
dedicated to an analog circuit is still out of reach of designers. Our approach is a new efficient way to capture
design performance metrics allowing an automatic optimization problem formulation. Based only on performance
specifications (e.g., gain of 80dB) and preferences of the designers (i.e, maximize or minimize a given performance
metric), a multi objective optimisation problem (MOOP) is built. An example using hybrid algorithm involving
a pattern search based algorithm and a conjugate gradient based one to solve the MOOP for a CMOS two stage
Opamp is given.

Key–Words:Optimization,Pareto Front, Analog IP, Design Reuse

1 Introduction

The so long and ever lasting analog part of sensor in-
terfaces is the most critical phase in the development
of mixed-signal designs. Typically, analog cells are
characterized by a large number of possibly compet-
ing performance specifications that keep analog stan-
dard impossible. Thus, designing mixed signal or sim-
ply analog systems with changes in any of the speci-
fications frequently involves a complete redesign of
the system. A great effort on Computer-Aided Design
(CAD) solution has been done during last decades
to automate analog design and some industrial prod-
uct have emerge [4]. Most of these emerging solu-
tion have left the earlier knowledge-based approach
for the optimization-based ones. Nevertheless, opti-
mization concept introduced to automate the analog
design flow has introduced a new level of complex-
ity. Designers have to set parameters of an optimiza-
tion problem but don’t have the keys to guarantee that
the solution computed is really optimal. In the opti-
mization method designers have to formulate a cost
function to represent objective to be attained by the
circuit. Then they must define preference to manage
trade off between concurrent performances. Theses
preferences and the cost function are fundamentals to
ensure a efficient resolution of the optimization prob-
lem. In the following paper, we propose a hybrid ap-
proach for design and optimization of analog circuits.

A new and efficient solution is proposed to build a
multi objective optimization problem without requir-
ing additional knowledge of the designer.

At first, a top-down design flow with applications
from circuit sizing and automated behavioral model-
ing will be briefly described. Following, optimization
issues and the solution we propose will be described.
Finally, an application is proposed on a Sigma Delta
(Σ∆) analog to digital converter (ADC).

2 HIERARCHICAL METHODOL-
OGY APPROACH

Top-down design is a design methodology that is use-
ful when designing large complex systems. The aim
is to design and verify the system at an abstract level
before starting the detailed design of the individual
blocks. Thus, we propose a top-down design method-
ology relying on a hierarchical, constraint driven sys-
tem description [1]. The first step is obviously the
topology selection. It is performed at the system level
to choose for example between different types of data
converters (mono-bit, single-loop,. . . ) but also at the
sub-block level to choose for example between differ-
ent types of integrators. When a suitable topology is
selected at the system level, the aim is then to prop-
agate performance specifications from different lev-
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els to enable independent circuit block design opti-
mization. Indeed with top-down design, the individual
blocks performance needed to meet the overall system
performancerequirements is carefully studied and un-
derstood before the blocs are developed. This reduces
the need for over design in the individual blocks, but
at the risk that the anticipated performance for one or
more blocks is unachievable, which would require that
the system design be revisited. To avoid such cases an
optimization is performed at the system level to define
performance specifications for all sub-blocks.

2.1 Constraint Propagation
Starting from the highest abstraction level of specifi-
cation, a first optimization is carried out to define the
performance to be obtained at each block level. This
first optimization process is carried out with the flex-
ible constraint programming method described in [2].
For each block of a system, a functional description of
the design enables to formalize the optimization issue
and therefore frame the block itself. This step is de-
scribed in the next section of the paper. This method-
ology, depicted in Fig. 1 allows the design of analog
system providing a virtual prototype with a high ab-
straction level. Further details can be found in [3].

Figure 1: Top-Down design methodology

2.2 Hybrid Optimization
We consider in this part the design of a block of a
system. Design of analog circuits in general requires
a large number of parameters and intensive trade off
analysis. In order to overcome the difficulty, building

block sizing is undertaken using a multi objective op-
timization problem (MOOP). Instead of implement-
ing heuristics has it was done in the first analog tools,
optimizationis used as it is an efficient way to auto-
mate analog design flow. Literature on the topic of
automated analog circuit synthesis has broadly classi-
fied two categories of tools: 1) Equation-based; and
2) Simulation-based approaches [5]. Until today, it
is quite difficult to define a most promising approach
as none can guarantee both precision and reasonable
time calculation. The time needed to formulate the
equations is lengthy and is specific to a given circuit
topology. On the other hand time computation is very
short compared to the simulation based method which
do not need a long setting time. Our approach try
to take advantage of a formal description of the cir-
cuit block, to speed up computation time, but evaluate
each solution candidate at the electrical level to guar-
antee a high level of precision.

Figure 2: Hybrid Optimization and co-simulation

Fig. 2 shows that our hybrid approach relies on
both the equation-based methodology by using a func-
tional description of circuits and the simulation-based
methodology by evaluating the performance results at
electrical level. The functional description of circuit
allows a fast calculation of performance metrics based
on a simplified MOS model. Nevertheless, the MOS
description is kept sufficiently accurate and capaci-
tive effects are taken into account. Capacitance and
transconductance equations have been implemented
from bsim3v3 simulation model. When the optimiza-
tion process is successful, a performance evaluation is
carried out at the electrical level to ensure feasibility
of the circuit. Then if some constraint are not satis-
fied, a new starting point is defined for the MOOP.
The two different steps are managed with a dedicated
framework. MATLAB c© has been used to implement
the MOOP formulation and resolution due to the han-
dling of matrices of large sizes. Performance appraisal
at the electrical level is automated with CADENCEc©
Spectre analog simulator. Co-simulation in real time
is undergone by an automatic flow between the frame-
works.
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3 AUTOMATED MULTIOBJEC-
TIVE OPTIMIZATION

3.1 Cost Function
Writing an optimization problem to design an analog
chip is not an easy task. Designers have to define rela-
tionship between the variables and performances, and
then, formulate a cost function that have to be mini-
mized. Thus, the key factor in analog circuit optimiza-
tion formulations is the cost function. It must formu-
late the exact needs of the analog designer and be able
to provide many optimal Pareto points. Pareto points
represent the best trade off between concurrent perfor-
mances. Although the most common way to take into
account all the performances trade off is the weighted
sum method (equation 1), it does not present the cu-
mulative number of points at the Pareto front and has
the major inconvenience of considering the weight pa-
rameter on each objective.

U =
n∑

i=1

wi · Fi(~x) (1)

Wherewi weight,Fi objectives.
Even if the question of the weights is widely

avoided in analog design literature, it is quite determi-
nant in the resolution of a MOOP. Indeed, depending
on weights values you can represent only a part of the
Pareto Front of an optimization problem as points of
non convex region are not computed. We propose in
this work an efficient way to capture designer needs
to automatically build the cost function. Based on the
physical programming method [7], we implemented
a tool that automatically constructs the MOOP of a
given analog block. First, it is an optimization method
that captures the designer’s physical understanding of
the desired design outcome in forming the aggregate
objective function. On the other hand, it gives a more
user friendly and more flexible use of the optimization
concept. Instead of giving weights to formalize pri-
ority on objectives, designers provide a desired value
(for each performance metric) that is used to form a
class function. These class functions are designed to
ensure convergence of the algorithm and to provide a
complete set of Pareto points. The class function must
have the following properties: 1) strictly positive 2)
continuous first derivative 3) strictly positive second
derivative. Three types of class function allow max-
imizing, minimizing or attaining a target value. The
Fig. 3 illustrates the three class function generated for
a desired value.

The set of values provided match up with toler-
ance limits on a target and help quantifying a good or
bad result in a similar way to fuzzy logic. The aggre-
gated cost function is of the form (equation 2).
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Figure 3: Different kind of class function

U = log

{
1

dm
·

n∑

i=1

F̄ i [Fi(~x)]

}
(2)

Where: dm number of targets,̄Fi class,Fi ob-
jectives.

This method has been implemented to automati-
cally build the MOOP and particularly the objective
function. As illustrated in Fig. 4 all informations
expected from the designer are related to the circuit
and no information such as weights are needed. Col-
lected design performance metrics allow an automatic
MOOP construction.

Figure 4: Automatic MOOP construction

3.2 Minimization Algorithms
Once the problem has been formulated, the cost func-
tion has to be minimized under constraints. Search
methods for solving constraint problems can be
broadly divided into two categories: global search and
local search methods. Most of the studies on analog
design automation process have focused on several
minimization algorithms that have stressed on global
search heuristics [8], [5]. A study has however proved
that the simultaneous use of local and global search
techniques improve considerably the performance in
time calculation and accuracy of results [9]. Our
method therefore, relies on both direct type algorithms
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and algorithms with global search techniques. Two
different methods are implemented. As shown Fig. 5
the first method uses first a global search method to
find a minimum. Then if no solution is found a direct
search algorithm is used. The other method illustrated
Fig. 6 switch between two algorithms until a good so-
lution is found.

Figure 5: Hybrid method(a) for MOOP solving

Figure 6: Hybrid method(b) for MOOP solving

4 PRACTICAL EXAMPLE: DE-
SIGN OF A Σ∆ (DT) ADC

The method is applied to the design of a10 bit, low
frequency ADC. The converter is designed with aΣ∆
modulator (Fig. 7) and digital filters. The technology
being used is an AMS0.35µ, with a3.3V power sup-
ply.

Topology selection at the system level and calcu-
lation of performances for all sub-blocks is done au-
tomatically as described in [3]. The first calculation
provides us with the block’s performance (amplifier:
gain, SR,. . . ). It is based on flexible constraints pro-
gramming outlined in [3]. After that, a MOOP is cre-
ated for each sub-block. As an example, we outline
below the results for a basic two stage CMOS Opamp
with Miller compensation that is used as an integra-
tor of the modulator. Each type of design objective

Figure 7:Σ∆ modulator architecture

(performance metrics) is first associated with a type
of individual class function distinguished by a general
form, such as a monotonically increasing, monotoni-
cally decreasing, or unimodal function. For instance,
to specify the gain of the amplifier we define a class
function that will maximize the value. No weights are
to be allocated on each objective since a set of five
values is automatically generated to fix tolerance lim-
its. Fig. 8 illustrates a class function built to maximize
gain with a60 dB specification.
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Figure 8: Example of class function

Five values generated to build a class function
guarantee convergence of the algorithm and provide
a complete set of Pareto points representing trade off
between performance metrics. The resulting aggre-
gated cost function is then minimized. As the ag-
gregated cost function can be not derivative in some
points, it can be necessary to switch from a direct
search algorithm to a global search one. Table. 1
shows results obtained for the design of a two stage
Miller Opamp. Performances are computed at the
electrical level in a total computation time of95 s.

The algorithm method used to solve this multi-
objective optimization problem is the Fig. 5 one. The
global search method is pattern search based and does
not require any information about the gradient of the

Proceedings of the 11th WSEAS International Conference on CIRCUITS, Agios Nikolaos, Crete Island, Greece, July 23-25, 2007               20



Table 1: Opamp performance results

Performance SPEC Simulated Units
Specification Spectre

SR ≥ 10 12.1 V/us
Gain ≥ 60 85.5 dB

Noise min 60 nV/
√

Hz
GBW > 10 12.6 MHz
Phase Margin > 50 67.4 deg

objective function. The advantage is that at least it
converge in the neighboring of a global minimum and
then allow a local search algorithm to easily find the
best solution. Local search algorithm used are conju-
gate gradient based that handle non-linear constrained
optimization problem.

5 Conclusion

A hybrid approach to optimize and synthesize ana-
log architecture by co-simulation is described. The
approach rely on a top down constraint driven
methodology to achieve analog design reuse. It
uses MATLABc© for functional simulation and
CADENCEc© Spectre simulator for electric simula-
tion. It includes an efficient way to capture the targets
for building and resolution of the MOOP. Mathemat-
ical knowledge such as weights of the cost function
is eliminated but MOOP automatic formulation guar-
antee to obtain a good solution. Convergence is also
guaranteed by a fast and innovative method that incor-
porates both local and global search algorithm tech-
niques. This new optimization technique is associ-
ated to a top down methodology to allow fast redesign
of analog circuits. The efficiency of the approach is
proved with the synthesis ofΣ∆ (DT) that targets the
AMS 0.35µ technology. Illustration is proposed on a
two stage CMOS OpAmp.
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