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Abstract: In this paper we introduce the concept of cooperating system of semantic schemas. This structure is a
tuple({S;}?_;, E) (n > 2) such thats;,. . .,S,, are distinct regular semantic schemas &hd a distinguished com-
ponent. The formal computation & is a usual computation in a semantic schema and this kind of computation
was defined in [3]. From the structural point of vidwsatisfies the rules of a semantic schema. An appropriate
computation forE is defined and this computation describes the cooperation bet$ieen,S,,. We exemplify

these computations and several possible applications of this concept are discussed. Finally some open problen
are shortly described.
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1 Introduction [9]). If we take

The concept of semantic schema was introduced in Bo = Ao, Bny1 = Ani1\ An (1)

([3]) as a structure extending the concept of semantic thenA4, = U,,>0 Br @andB; N B; = () for i # j. For
network ([4]). A semantic schema is an abstract struc- , ¢ Ay we writelength(u) = n if u € By.
ture. In order to represent knowledge an appropriate In what follows we recall the main results con-
interpretation is used. Various applications of these cerning the concept d@f-semantic schema introduced
concepts were Qescriped: distriputed representation in [3] and developed in [5], [6], [7] and [8]. We men-
logic programming with constraints ([3]), knowledge g in this section only those results that are used in
management ([5]) and reasoning by analogy ([6]). this paper.

In this paper we define a partial order between the A H-semantic schema(shortly, §-schema is a
elements of the last component of a semantic schema, systems = (X, 4, 4, R), where
we consider the maximal elements with respect to this e X is a finite non-empty set of symbols and its
relation and based on these concepts we introduce the glements are namasbject symbols
concept ofcooperating system Such a system con- e Ay is a finite non-empty set of elements named
tains several semantic schemas and one of them is a|gpe| symbolsand 49 € A C Ay, where4, is the
distinguished entity because this schema controls the peang-algebra generated by,
cooperating between the other components of the sys- e R C X x Ax X is anon-empty set which
tem. Finally an application is presented and some fyfijis the following conditions:
open problems are relieved.

(z,0(u,v),y) € R=3Fz € X :

(x,u,z) € R,(z,v,y) € R 2)
2 Semantic schemas O(u,v) € A,
We consider a finite and nonempty sif and we de- Ej: :j”yz)) 66 g’ > @ 0wy ek G)
note by¢ an operator symbol of arity 2. We denote
by Ay the Peanag-algebra generated by, there- we A e Iz, uy) €R 4)

fore Ay = UnZO A, where A, is defined recursively
by Apy1 = A U{0(u,v) | u,ve Ag}, k> 0(2], We denoteRy = RN (X x 4p x X).
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Proposition 1 If #(u,v) € Athenu € Aandv € A.

Proof. If 6(u,v) € A then by (4) and (2) we deduce
that there aréx, u,y) € R and(y,v, z) € R. Using
again (4) we obtaim € A andv € A.

LetS = (X, Ap, A, R) be af-schema. Ifhis a
symbol of arity 1 then we consider the set:

M = {h(m,a, y) | (z,a,y) € Ro}

where we use the notatioh(z,a,y) instead of
h((z,a,9)).

We consider a symbat of arity 2 and letH be
the Peanar-algebra generated by/.

We denote by the alphabet including the sym-
bol o, the elements ok, the elements ofl, the left
and right parentheses, the symbohand comma. We
denote byZ* the set of all words oveZ. We define
the following binary relation or*:

Let bew, wy € Z*.

e If a € Ay and (z,a,y) € R then
/wl(xaaa y)w2 = wlh(:c,a,y)wg
o Let be (z,0(u,v),y) € R. If (z,u,2) €

R and (z,v,y) € R thenwi(z,8(u,v),y)ws =
wro((z,u, 2), (z,v,y))ws

We denote by=-* the reflexive and transitive clo-
sure of the relation--.

The mapping generatedby S is the mapping
Gs : R — 2™ defined as follows:

e Gs(z,a,y) = {h(x,a,y)} fora € Ay

b gs(x,O(u,v),y) = {’U) €H |

(2, 0(u,v),y) =" w}

We denote? (S) = U, u.)er 9s(@: 1, y).

An interpretation ([8]) of S is a systemZ =
(Ob, 0b, {Algy }uea), Where

e Ob is afinite set of elements named thigjects
of 7

e 0b : X — Obis a bijective function

o {Alg, }ueca is a set of algorithms such that each
algorithm has two input parameters and an output pa-
rameter.
Consider an interpretatidh = (Ob, ob, { Algy }uca)
of S. The output spaceY of 7 is the setY
Uueca Yu, where

Yo = {Alga(ob(z), ob(y))|(z,a,y) € Ro}
if a € Apand otherwise

Y'O(u,v) = {Alge(u,v) (017 02)’01 €Yy, 02 € Yv}
We define recursively thealuation mapping

Valr : F(S) — Y

as follows:

o Valz(h(z,a,y)) = Alga(ob(z), 0b(y))

e Valz(o(a, B)) = Alggu(Valz(a),Valz(8))
if o(a, ) is derived from an element of the form
(x,0(u,v),y) € R (in fact this element is uniquely
determined, [7]).
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3 Maximal graph of a semantic
schema

A labeled graphis a tupleG = (S, Lo, To, fo), where

¢ S is a finite set, an element 6fis anodeof G;

e [ is a set of elements namé&bels

e Ty is a set of binary relations ofy;

e fo: Lo — Ty is a surjective mapping.

Such a structure admits a graphical representation.
Each element of is represented by a rectangle spec-
ifying the corresponding node. We draw an arc from
n1 € Stony € S and this arc is labeled by € L

if (n1,n2) € fo(e). If we proceed in this manner for
each element dfj_.; fo(e) then we obtain a graph-
ical representation of the whole structure.

In this paper we use thanion of two labeled
graphs. In order to define this operation we con-
sider the labeled graph§, = (S, Lo, Ty, fo) and
Gy = (Q,MO,KO,QO); WhereTO - 25%5 andKO c
2@%Q_ The union ofG; andG, is the labeled graph
G1UGy = (SUQ, Ly U My, Wy, hy), where

|

Obviously we havéVy = ho(Lo U My).

For a #-semantic schem& (X, A0, A, R)
we can build the labeled graghis = (X, A, T, f),
named thdabeled graph associatedo S, where

o f(a) = {(z,y) € X x X | (z.0,9) € R}

o T ={f(a)| o€ A}
We introduce now a partial relation on the component
Rof S.

fo(Oé) if o € Ly \ My
go(a) if @ € My \ Lo
fo(a) Ugg(a) if a € Lo N My

ho(a)

Definition 2 For two element$y;, u1,y2) € R and
(561, U1, ZL‘Q) € R we Write(yl, uy, yg) < ($1, U1, ZEQ)
if one of the following conditions is verified:

o V| = H(ul,ug), Y1 = 21, (y2,U2,x2) €ER
o U = O(UQ,u1), Y2 = X2, (x17u27y1) €ER

The transitive closure ok is denoted by<*. This
means thatv <* 3 if there areay, ..., «, € R such
thata = a1, o, = f anda; < ;41 for everyi €
{1,...,n—1}.

Remark 3 Supposea (y1,u,12) and 3 =
(x1,v,22). If @ < B thenlength(u) < length(v).
Consequently, ifa <™ 3 then length(u) <
length(v).

Proposition 4 The relation<" is a strict partial or-
der. In other words, for every, 3,~v € R the follow-
ing properties are satisfied:
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a AT o
a<TB= B4«
a<TB,B8<Ty=a<Txy

Proof. The first two conditions are verified by Remark
3. The last condition is verified by the transitivity of
the relation<™. 0

Definition 5 An elementy € R is a maximal ele-
mentif o A" g forall 3 € R. We denote byr™a*
the set of all maximal elements Bf

Consider an arbitrary s@tf C X; x...x X, and
i€ {1,...,n}. Bypr;M we denote the following set:
{y € XZ ’ El(xla" =1, Y, L1y - - - 7xn) € M}
Definition 6 If S = (X, Ay, A, R) is a #-semantic
schema then the labeled graghf'** = (Y, L, T, h)
is themaximal graph associated t& if the following

conditions are verified:
oY = prlRmax U pTSRmax
o L = proR™M*
e h(a) ={(z,y) | (z,a,y) € R™**}fora € L
o7 ={h(a) |x€ L}

4 Cooperating systems based on
maximal graphs

Based on several semantic schemas we define in this Proposition 9 If ¢ =

section acooperating systemve discuss the intuitive

aspects of this representation and we relieve several

remarks concerning the components of this structure.

Definition 7 A cooperating system of semantic
schemass a pair ({S;}]-,, E), where
e S, = (X;, Api, Ai, R;) is af;-semantic schema for
ie{l,...,n}
e £ = (X, Lo, L, R) is af-semantic schema such that
i) X and L, are the nodes and respectively the la-
bels of the graph Ji"_, G'§**
i1) R satisfies the condition

(x,0(u,v),y) € R, (x,u, z) € R,
(z,0,9) € R{"™ =i #j (5)

At this point we emphasize an aspect concern-
ing the formal computations performed in a semantic
schema. Let us denote By= (X, Ay, A, R) an arbi-
trary §-semantic schema amith = RN (X x Agx X).

If Rp = RthenA = Ay and in this case no deduc-
tion is modeled bys. Such a schema can be used only
to store the facts of a knowledge piece and to retrieve
this information. In view of this remark one might say
that a semantic schendda= (X, Ay, A, R) satisfying
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the propertyA = Aq (or equivalently,R = Ry) is a
trivial semantic schema.

The concept introduced in Definition 7 can be
analyzed from various points of view. As a particular
case we can consider a cooperating system containing
only trivial semantic schemas. Obviously such a
system becomes &semantic schema. In order to
specify this case we consider the trivial schemas
defined as follows:
°5 = ({$> Y, 21}, {av b}v {av b}7 {(337 a,y), (y,b, Zl)})
® 52 = ({$> Y, Z2}> {a> b}v {a7 b}? {($, a, y)v (y7 b7 22)})
Only two cooperating systems can be obtained by
means of these schemas:

1. The trivial system given by E
({J%?/, Zl,ZQ},{CL, b}v{avb}aRO)v WhereRO
{(JT, a, y)) (ya bv 21)7 (?J, b7 22)}-

2. The non trivial cooperating system given
E = ({z,y,21, 2}, {a,b},{a,b,0(a,b)}, R),
whereRy = {(z,a,y), (y,b,21), (y,b, 22) } and
R =RyU{(x,0(a,b),z),(x,0(a,b),z2)}. The
structureF is obviously a#-schema.

by

Remark 8 If Sz (XiyAOiyAia Rz) and FE
(X, Ly, L, R) thenX C U:‘L:l X;and Ly C U;L:l A;.

Really, ingi““? (Y;, L;, T;, hi) then by Definition
6 we haveY; = priR]"** U prsR"** C X; and
L; = pro R C A, for everyi € {1,...,n}.

({Si},, E) is a cooperating
system then eithet > 2 or C is a trivial schema.

Proof. We can writel. = (J,~,(LNBy), whereBy, is
defined as in (1). Ifs = 1 then (5) can not be applied,
thereforeL N B; = (). Using Proposition 1 we can
verify by induction onk that L N By, = (. It follows
thatL = L N By = Lo andC is a trivial schema. O

In connection with Definition 7 we relieve the fol-
lowing aspects:

1. A cooperation system is based on seveliat
tinct semantic schemas because each schgma
is built by means of a symbdl; andd; # 60, for

i .
2. By Remark 8 we observe thétis a subset of
the Peand-algebra generated by a finite set that

contains some elements taken from the Peano
algebras of the schem&s, .. ., S,.

Remark 10 The condition (5) was introduced be-
cause a cooperating systeffiS;} ;, F) is not able
to extend the deduction of some comporgntAs a
matter of fact the task df is to model the collabora-
tion of its components.
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5 Formal computations in a
cooperating system

We conS|der a cooperating systém= ({S;} , E),
where E = (X, Lo,L,R). In order to describe
the computation inC we consider the symbols
o,o01,...,0p, Of arity 2. Two kinds of computations
can be described i@

e A regular formal computation for thé;-schema
S;. This computation was described in Section 2 for
the general case of a semantic schema, with the re-
mark that forS; the symbolbr; instead ofr is used.

e A proper formal computation for thé&schemaF.
The derivation in¥ is given in the next definition.
Definition 11 Suppose(x, 6(u,v),y) If
(z,u,z) € Rand(z,v,y) € Rthen

€ R

wl(xa 9(“7 U)ay)w2 - wla((:n,u, Z)v (Z, v, y))

for every wordswy, ws. We denote by* the reflex-
ive and transitive closure ¢f. We denote b§{r the
Peanoc-algebra generated bigy = RN (X x Lo X

X). We define

F(E)={w e Hg | IHz,u,y) € R: (x,u,y) F* w}

Remark 12 BecauseH y is generated byR, and+*

is a reflexive relation we hav&(E) 2 Ry. This in-
clusion is used further to define the valuation mapping
of a cooperating system.

In order to exemplify this computation and other con-
cepts which follow in this section we consider the se-
mantic schemas; andS, represented respectively in
Figure 1 and Figure 2. We remark thab, b, z3) is a
maximal element both i5; andSs,. In other words
we haveR["** N Ry £ ().

Remark 13 The general caseR!** N R £ ()
for somei # j, implies some feature of tl71e valuation
mapping given in Definition 16.

The graphG7"** U G5'** is represented in Figure 3.
From this figure we deduce that the following entities
are used to specify:

o X = {':Ul’ €L2,X3, L4, yl}

o Ly= {ba th (a7 CL), Hl(ba CL), 92(@, b)7 92(b7 b)7
92(5 a) Hg(a 92(& b))}

o Ry = {(z1,01(a,a),x2), (z1,02(a,b), x2),
(z2,02(b,a),y ) (22,0, 23), (x3,01(b, a),
(23.602(b.b). 20), (y1, B2 (a0, B(a,b)), 4)}

In order to fInISh the definition of we take
R \ Ry = {(.%'1, 9((91((1, a)a b)a $3)a
(xh 0(9(01 (CL, a): b), 61 (b7 CL)), yl)v

y1)7
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01(a,a) 01(b,a)

|

IR NNy LRy s BN LN

Figure 1: Schem&;

02(a, 02(a,b))

and therefore
L\LO = {9(91((1 a) b),
0(0a(a, b),b), 06 (0
0(0(02(a,b),b),02(b,
We observe the condition (5) is satisfied By As
an example of derivation i@ we have the following
sequence:

(x1,0(0(01(a,a),b),01(b,a)),y1) F
o((x1,0(01(a,a),b), x3), (x3,01(b,a), y1)) &
o(o((z1,01(a,a), x2), (v2,b,x3)), (x3,01(b, @), y1))

By a similar computation we obtain also
(x1,0(0(02(a,b),b),01(b,a)),y1) F
o((z1,0(02(a,b),b), x3), (z3,01(b,a),y1))

U(‘T((ajl? 92(a7 b>7$2)7 (va bvx?)))v (1’3, 91(b7 a)v yl))

In order to define the valuation mapping of a coop-
erating systenC = ({S;}!",,E) we denoteS;
(Xi, Api, Ai, R;) and consider an interpretatiQf)
(Obi, ob;, {Al.gz}ueAi) of §;, 1 € {1, Ce ,n}. We
suppose that for,y € X; N X; we haver = y if
and only ifob;(x) = ob;(y).

Gl(a,a)
02(a,b 2 (b, 02(a,02(a,b
2o oy 900 i O
b 01(b,a)
e (b,b)

Figure 3:G7*** U G5***
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Definition 14 An interpretation of the cooperating
systentC is a systenY = (Ob, ob, { Algy }uea) SUCh
that Ob = (J;_, obi(X N X;), ob(x) = ob;(x) if

r € XNX;o0b: X — ObandAlg, is an algo-
rithm accepting two input arguments and one output
argument.

Proposition 15 The mappingb : X — Ob is well
defined and is bijective.

Proof. If z € X N X; N X fori # j thenob(z) =
ob;(z) andob(xz) = ob;(z) by the definition ofob.
But ob;(x) = obj;(x), thereforeob is well defined. If
y € Ob then by Definition 14 there issuch thaty €
obi(X N X;). Thus there isc € X N X; such that
y = ob;(x). Butob(z) = ob;(x), thereforey = ob(z).

In what follows we consider the following decom-
position of R: R = Dy U D1 U Do, whereDy = Ry,
D, {(z,0(u,v),y) € R | u,v € Dy} and
Dy = R\ (DyU D). We obtain a corresponding de-
composition fotF (E): F(E) = RyUF (E)UF(E),
where F(EF) = {w € F(F) | Iz,u,y) € Dy :
(x,u,y) F* w} and F(E) = {w € F(E) |
Az, u,y) € Do : (z,u,y) F* w}.

Definition 16 Thevaluation mapping of the cooper-
ating systent is the functionValy : F(E) — 2Y,
whereY is the output space of the semantic schema
E, defined as follows:

o If (z,a,y) € Do N (U?:1R0j> then

Valz(z, a,y) = Ui_; {Algg (obi(x), obi(y)) }
o Valz(z,0;(u,v),y) = {Valg,(oi(wi,w2)) |
Ui(wlva) € F(81>7 (CC,HZ‘(U, ’U),y) :>;,k Ui(wlva)}
e Let be o(a, ) € Fi(E). There is
(z,0(u,v),y) € D; such that(x,0(u,v),y) H*
o(a, 8). We take

Valz(o(a, B)) =

U

o1 € V(lei(a),
03 € Valz, (),
i ]

{Alge(u,v) (017 02)} (6)

e Letbeo(a, B) € F2(E). Thereis(z,0(u,v),y) €
Dy such that(z, §(u,v),y) F* o(a, 5). We take

U

01 € Valz(a),
02 € Valz(B),

Valz(o(a, 3)) {Algo(uw (01,02)}

Remark 17 The conditioni = j in (6) is connected
by Remark 13.
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6 An application

It is well known the interest of the great companies to
design and implement propeontact centersAmong
the tasks of this entity we find the applications that in-
clude the workforce management, quality monitoring
and various applications allowing connectivity and
collaboration with voice communications to provide a
much richer customer experience ([1]). Various chap-
ters of artificial intelligence can be implied to accom-
plish these tasks (natural language processing, voice
recognition, speech technology, knowledge represen-
tation). According to [10] a company can uses-
tomer service representatives equivalentlycenter
agents They are people that respond to calls, chats
or emails from customers and can be replacediby
tual agentswhose tasks can be modeled by semantic
schemas. Obviously in this case the speech technol-
ogy can be used and evénterfaces by voicean be
successfully applied. The designers of contact centers
can use the cooperating systems based on semantic
schemas as a method of knowledge representation. In
the remainder of this section we give a short descrip-
tion of this application. We treat the manner in which
a customer service representative can be modeled as a
cooperating system.

The components of a cooperating system per-
forming the tasks of a customer service representative
can be thought as follows:

1. The componenE receives a phrase in a natural
language from the customer. This can be a sen-
tence given by voice and in this case the speech
recognition methods are used Byto obtain the
associated texXt’. The phrase can be taken also
from an email sent by a customer and in this case
the componenk disposes directly of the corre-
sponding text".

2. The textT" is parsed byE to extract the seman-
tics. A set of specific entitie®y, .. ., T}, are ob-
tained. Eacl; requests a partial answer.

3. Foreach € {1,..., k} the componenk selects
some schemd;, to prepare an answefns; Cor-
responding td;. The entityAns; is sent toF by
the componens;,.

4. By an appropriate combination of the entities
Ansy, ..., Ans, an answetdns is prepared by
E and this answer is sent to customer. If the cus-
tomer used the voice to send the message then the
text-to-speech technology is used Byto send
its answer back to customer. Otherwise the en-
tity Ans is sent by e-mail.
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In order to exemplify the computation we consider
the case wherE is represented in Figure 3, there-
fore £ can useS; and S, from Figure 1 and Figure
2 respectively. Suppose that the interpretafioof £
and the interpretatiofi; of S; specify thatob(zs) =
oby(xz3) = Peter, ob(y1) = obi(y1) = Helen and
ob1(z2) = Mary.
We denote by p(x,y)="x is the son of y”, q(x,y)="x is
the sister of y” and r(x,y)="x is the nephew of y” are
sentential forms. This means that if x and y are substi-
tuted by proper names then these entities become sen-
tences in a natural language. Suppose that the inter- 3]
pretationZ; for S; includes the following algorithms:

Algorithm Alg} (o1, 02) {returnp(oy,02)};

Algorithm Alg. (o1, 02) {returng(oy,02)};

Algorithm Algél(b,a) (01, 02) {If 01 = p(tl, tg),

02 = q(ta, t3) then returnr(tq,t3)};

SupposeFE receives the messagewant to know if
Peter is the nephew of Helen'Parsing this sentence
the componenf’ obtains the entity Peter, Helen).
From its schema and using the interpretatibrthe
componentFE discovers thatS; is able to find an
answer corresponding to the entitfeter, Helen).
We emphasize the fact that can identify a connec-
tion betweenPeter and Helen but it does not know
the information attached to this connection. Using
its interpretation, the schendg finds the conclusion
r(Peter, Helen) and this sentence is sentk Thus
E responds by the message "Yes, Peter is the nephew
of Helen”. Finally we remark thak’ can respond by
a negative sentence without any consultation of the 6]
componentsS;. For example, ifE receives the sen-
tence "I want to know if Peter is the nephew of John”
then the response df is "No” because there is no
path in the corresponding schema fram to some
node interpreted agohn.

[1]

(2]

[4]

[5]

[7]

7 Conclusions and future work

In this paper we introduced a kind of cooperation be- [8]
tween semantic schemas. | introduced the concept of
cooperating systemThis is an aggregation of sev-
eral semantic schemas. The cooperation is guided by
some of them and we defined the specific mechanism
performing this task. A brief description of a possi-
ble application is given in Section 6. Another appli-
cation is connected by the multi-agent systems. Such
systems can be modeled by a cooperation system if
some conditions are satisfied. Among these condi-
tions we enumerate the following: the actions of each
agent are represented by means of a semantic schema'[lo]
each agent accomplishes several tasks such that each

of them can be described by an entity of its maximal
graph. This is a task of a future work.

[9]
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