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Abstract:- Permanent magnet synchronous motors are often used in electrical drives because of their simple 
structures, ease of maintenance and high efficiency. However, these motors have a nonlinear characteristic 
arisen from motor dynamics and load characteristics. To overcome this problem, a new speed controller based 
on genetic algorithms for the drive system is proposed in this paper. To illustrate the performance of the 
proposed controller, a conventional proportional integral controller is used as well to the speed control of 
permanent magnet synchronous motors. Simulations are realized by both control strategies and simulation 
results are presented and compared with the conventional control. 
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1. Introduction 
Permanent magnet synchronous motors (PMSM) are 
of great interest especially for industrial applications 
in low-medium power range, since they have 
superior features such as compact size, high 
torque/weight ratio, high torque/inertia ratio and 
absence of rotor losses [1]. However, the 
performance of the PMSM is very sensitive to 
parameter variations and is spoiled due to external 
load disturbances in the system. The conventional 
controller design, i.e., Proportional-Integrator, is 
based on mathematical model of the plant, which 
may often be unknown, less defined, nonlinear, 
complex and multivariable with parameter variation. 
Thus, the conventional PI controller is not an all-
purpose solution for any motor drive applications. 

To overcome these problems, several control 
strategies such as fuzzy logic control [2], sliding 
mode control [3] and artificial neural network [4] 
have been proposed for speed and position control 
of PMSM. Recent literature has also explored the 
potentials of the Genetic Algorithms (GA) for motor 
drive applications [3], [4], [5] and [6].   

As an intelligent control technology, the GA can 
give robust adaptive response of a drive with 
nonlinearity, parameter variation and load 
disturbance effect; where an exact mathematical 
model of system cannot be obtained at all [5].   

In this paper, a new Proportional-Integrator 
corrector based on Genetic Algorithms (PIGA) is 
designed for speed control of PMSM. In fact, the 
PIGA speed controller is applied to the speed loop 
by replacing the conventional PI speed controller. 
An automatic tuning process using GA is used to 
optimize the conventional PI parameters. Only two 
parameters are sought but tuning is complicated by a 
significant nonlinearity caused by saturation of the 
speed controller. This means that optimum 
controller settings depend on the form of the 
required speed demand. 

This paper is organized as follows. The section 2 
gives an overview of PMSM modelling. The genetic 
algorithms are presented in section 3. Then, the 
principles of the proposed speed controller based on 
GA are described in section 4. Finally, the section 5 
displays the simulation results obtained using the 
improved speed controller which is compared with 
results obtained by the conventional one. 
 
 
2. Modeling of PMSM drive system 

The configuration of PMSM drive system is 
given in Figure 1. The drive system is composed of 
speed controller (PIGA or conventional PI), a 
current regulator, a hysteresis band current 
controller, a three phase PWM inverter and a 
position encoder. 

Proceedings of the 11th WSEAS International Conference on SYSTEMS, Agios Nikolaos, Crete Island, Greece, July 23-25, 2007         449



 

 
Fig.1. Block diagram of PMSM speed drive system. 

 
Figure 2 presents an equivalent circuit of PMSM 

and the 3-phase inverter. 

 

Fig. 2. Equivalent circuit of PMSM and inverter. 

Where rθ is rotor position, rω actual speed, 
∗∗∗

ciii ba ,,  
reference phase currents and we  speed error. we is 
the difference between reference speed 

∗

rω  and 
actual speed rω . Using the speed error we , the speed 
controller generates 

∗I called reference current or 
control current. 

The stator voltage equations of PMSM in matrix 
form can be represented as the statements of phase 
currents in (1). This equation can be shown in state-
space form as in (2). 

 

 

 

The rotor speed and electrical torque can be written 

as:  

Where, K=
f

p
λ

4
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, and fλ is the flux due 
to the permanent magnet rotor. The function of 
hysteresis band current controller is given in (5). 

 

Where x represents respectively a, b and c. hx 
represents the functions of hysteresis band current 

controller cba hhh and, . rbh  is the range of hysteresis 
band current controller. Using the obtained 
functions of hysteresis band current controller, (6) is 
obtained as follows: 

       

 

3. Genetic algorithms (GA) 
GA are computational models that emulate 
evolutionary behaviour of biological systems to 
solve optimization problems. The GA comprise a set 
of individual elements (population) and a set of 
biologically inspired operators. According to the 
evolutionary theory, the population evolves towards 
increasingly better regions of the search space by 
means of selection, crossover and mutation 
processes [7] and [8]. 
The GA are generally initialized with a randomly 
generated population (P(t=0)) of chromosomes. At 
each iteration t, the selection process is applied to 
the current population (P(t)) to create an 
intermediate one. Pairs of parents are then randomly 
chosen for reproduction via a crossover procedure 
that mimics biological mating. Information between 
the two parents is exchanged and swapped to create 
two new offspring. To ensure that all points in the 
search space can be reached, the mutation operator 
is used to randomly alter the values of the new 
offspring by adding some small perturbations [9] 
and [10]. 

(1) 

 (2) 

 (3) 

 (4) 

 (5) 

 (6) 
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The GA principles are given in figure 3. 

 
Fig. 3. Genetic Algorithm process 

The GA performs a parallel search of a 
parameter space by using genetic operators to 
manipulate a set of encoded chromosomes which 
represents system parameters. The operation of the 
GA changes slightly depending on the base of the 
numbers to apply the genetic operators (crossover, 
mutation, reproduction, elitism). Traditionally GA’s 
have been designed to operate over binary numbers 
(0, 1) and more recently there have been several 
decimal numbers (0,..,9). The fitness of each of the 
members of the population is calculated using a 
fitness function that characterizes how well each 
particular member solves the given problem [11]. 

The GA have found application in the area of the 
automatic tuning process for conventional and 
intelligent controllers. Same research has been 
conducted using genetic algorithms to help online or 
off-line control systems [12]. It has primarily been 
utilized as an off-line technique for performing a 
directed search for the optimal solution to a 
problem. In this paper, the GA is used on-line in 
real-time controller implementation to adaptively 
search through a population of controllers and 
determine the member most fit to be implemented 
over a given sampling period. 

 

4. The improved PI controller based 
on GA (PIGA) for the PMSM drive 
 
 

4.1 PMSM drive bloc scheme 

The control strategy of PMSM using PIGA 
controller is shown in Fig. 4, where: 

*ω is the reference speed, )(kω is the measured 
speed, 

and )()( * kke ωωω −=  is the speed error.  

The control law is defined by the following 
equation:  

(7)            (7)   2))()(()(),( 2

2

1 TkeKkeKkeKKF wiwpwip ⋅⋅+⋅⋅+⋅= αα  

Where 1α , 2α  represent the importance weight of 
the first and the second terms of (7) respectively, T 
is the sample time, Kp and Ki are the gains of the PI 
controller.  

 
Fig. 4. The PIGA controller for the PMSM drive. 

 

This strategy shows that the GA bloc receives the 
speed error ωe and provides the optimal parameters 
( ip KandK ) for the PI bloc. This bloc exploits these 
parameters in order to generate the optimal 
reference currents abcri . Then, the currents loop, 
composed of a command rule and a 3-phase 
inverter, provides the optimal currents abci  that will 
be used by the SM bloc to reach the required 
speed *ω .  
In this application, feedback signals are the position 
θ and the phase currents. The position signal is used 
to calculate the speed. The switching signal 
generator is used to control turn-on angle onθ , turn-
off angle offθ and pulse width modulation duty cycle. 
 
4.2 Implementation of GA to the PMSM 
drive 

The PIGA and the conventional PI controller are 
simulated using Matlab R2006a and simulation 
results are compared with each other.  

In the first time, the reference electric speed is 
defined by a trapezoidal repeating sequence with a 
mechanical load torque constant (0 N.m and then 
4Nm). In the second case, the reference electric 
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speed is constant and equal to 700 rd/s; the 
mechanical load torque varied between 0 and 8Nm. 

The next section presents the simulation results 
related to both cases. 

- Stator resistance: Rs= 2.875� 

- Inductance Ld= Lq= 8.5 e-3H. 

- Flux induced by magnets= 0.175wb. 

- Inertia= 0.8 e-3kg.m2, friction factor= 0 N.m.s 
and pair of poles= 4. 

The configuration of GA parameters is given as 
follow: 

1- Population size: the first step of genetic 
algorithm is to create a population. The population 
size used is 80. Individuals of the population are 
represented by a real valued number.  

2- Variable bounds: the genetic algorithms are 
used to optimise the gains ( ip KandK ) of the PI 
controller. There are going to be two strings 
assigned to each member of the population, these 
members will be composed of a string that will be 
evaluated throughout the evolution of the GA. The 
initial range of the first parameter is [50, 80] and the 
second one belongs to [1, 10]. 

3- Select function: tournament selection operator 
is used to select the fittest individuals, which 
minimise the performance function given in (7), to 
form the next generation. 

 4- Crossover operator: arithmetic crossover was 
chosen as the crossover procedure. Single point 
crossover is too simplistic to work effectively on a 
chromosome with two alleles; a more uniform 
crossover procedure throughout the chromosome is 
required. The arithmetic crossover procedure is 
specifically used, with a rate of 0.08, for floating 
point numbers and is the ideal crossover option for 
use in this work.  

5- Mutation operator: the uniform mutation 
function is used as the mutation operator, and the 
mutation rate is 0.01. 
 
 
5. Simulation results and discussion 

The PIGA and the conventional PI controller are 
simulated using Matlab R2006a and simulation 
results are compared with each other.  

In the first time, the reference electric speed is 
defined by a trapezoidal repeating sequence (figure 
5) with a mechanical load torque constant (0 N.m 
and then 4Nm). In the second case, the reference 

electric speed is constant and equal to 700 rd/s; the 
mechanical load torque varied between 0 and 8Nm 
(figure 6). 

 
Fig 5. Electric speed reference 

 
 

 
Fig 6. Mechanical load torque 

 
The next section presents the simulation results 

related to both cases. 

 
5.1 Case 1  

In this study case, the reference electric speed is 
defined by a trapezoidal repeating sequence (figure 
5) with a mechanical load torque constant (0 N.m 
and then 4Nm). 

Figure 7 and 8 present the simulation results 
related to both control strategies (for Tm=0Nm and 
Tm=4Nm respectively), i.e., conventional PI (figure 
7.a, figure 8.a) and PIGA (figure 7.b, figure 8.b). 
These results display the electric speed response 
time.   

Figure 7.a shows that the electric speed response 
time for Tm=0Nm, related to the conventional PI, is 

0.025sst ≈ while at 0.018sst ≈ , the speed response 
time is reached using PIGA (figure 7.b). Hence, the 
PIGA is 139% faster than conventional PI. 
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It is obvious that the performance of PIGA in 
electric speed response is better than the 
conventional PI controller in this case. 

In addition, to illustrate the performance and the 
efficiency of the proposed controller, figures 9 and 
10 present the electromagnetic torque response; 
figures 11 and 12 present the phases currents 
response provided by the two controllers.    

Electromagnetic torque response (for Tm=0Nm) 
depicted in figure 9.a, given by the conventional 
controller, shows that oscillations are reduced at 
0.025s, whereas with PIGA, oscillations are 
attenuated at 0.018s (figure 9.b). In this case, the 
time rate conventional PI / PIGA is 139%. For a 
mechanical load torque Tm=4Nm, the time rate 
conventional PI/GA is 166%. 

 Note that the phase’s currents response reflects 
the electromagnetic torque response and vice versa 
(Figure 11 and 12).  

 

 
Fig 7. Electric speed response for Tm=0Nm 

 

 
Fig 8. Electric speed response for Tm=4Nm 

 

 
Fig 9. Electromagnetic Torque response for Tm=0Nm 
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Fig 10. Electromagnetic Torque response for 

Tm=4Nm 

 

 
Fig 11. Phase’s currents response for Tm=0Nm 

 
 

 
Fig 12. Phase’s currents response for Tm=4Nm 

 
5.2 Case 2 

For this case, the reference electric speed is fixed 
to 700 rd/s with a mechanical load torque varied 
between 0 and 8Nm (figure 6). 

 Figure 13 represents the speed response obtained 
using both controllers ((a) conventional and (b) 
PIGA). 
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These figures show that PIGA is more appropriate 
than conventional PI, especially when starting the 
MSAP (0≤t≤0.02s), in terms of stability and 
response time.  

Figure 13.a show that the electric speed response 
time related the conventional PI is ts≈0.022s while 
at ts≈0.014s, the electric speed response time is 
reached using PIGA (figure 13.b). Hence, the PIGA 
is 157% faster than conventional PI. 

Figure 14 and 15 illustrate the electromagnetic 
torque response and the phase’s currents response 
respectively. These figures confirm the results 
mentioned above. 

 

 
Fig 13. Electric speed response 

 

 

 
Fig 14.  Electromagnetic Torque response 
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Fig 15. Phase’s currents response 
 

6. Conclusion 
In this paper the speed control problem of 

Permanent magnet synchronous drive is studied. 
The nonlinear behaviour of the system, non-
matched perturbations, parameter variations and 
load torque disturbance limit the performances of 
classical linear controllers used for this purpose. To 
overcome this problem, a new control strategy based 
on genetic algorithm is proposed. 

As an intelligent control technology, the GA can 
give robust adaptive response of a drive with 
nonlinearity, parameter variation and load 
disturbance effect. In this study, a PIGA speed 
controller for PMSM drive system is presented. A 
mathematical model of a PMSM fed by three phase 
PWM inverter is implemented. Then the PIGA and 
conventional PI controller are simulated and results 
are given.  

Results obtained using the PIGA controller to the 
PMSM are compared to those obtained by the 
conventional PI controller. With PIGA control, 
convergence is certainly and rapidly obtained in real 
time without insensitivity to perturbations applied to 
the PMSM. However, using the conventional PI, 
convergence is occasionally reached and depends 
generally on a fine tuning of  parameters; therefore, 
this controller is not efficient in real time.  

This work might validate the adaptation of GA to 
PMSM drive with low power. It will be interesting 
to extend it for alternative current machines 
(synchronous and asynchronous) with high power. 
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