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Abstract: The interest in algorithms that automate the process of information visualization by the usage of textual
labels for features of interest within a visualization has increased with the advance in type-setting technology and
the amount of information to be visualized. In this paper, we study minimum-change drawings for labeled graphs,
adopting the boundary labeling model [6]. Changes within the graph may occur because of the actions of a user,
which is able to insert new features within the visualization, delete previously placed features and change the sizes
of the labels. Each time the user acts, a small change should be performed within the visualization in order to
rearrange its components with respect to some optimization criterion. We model this problem and we also provide
several heuristics to obtain “near-optimal” solutions.
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1 Introduction
A common task in the process of information visual-
ization is the placement of textual labels for features
of interest within the visualization. The interest in al-
gorithms that automate this task has recently received
considerable attention, due to the numerous applica-
tions that stem from diverse areas such as Cartography
and Graphical Information Systems.

Recent research on automated label placement
has concentrated on placing the textual labels as close
to the features of interest as possible, so that the la-
bels do not overlap each other. Due to the compu-
tational complexity of this problem, which is NP-hard
in general [7, 9, 11, 12], cartographers, graph drawers,
and computational geometers have proposed several
approaches, among them approximation algorithms
[7, 13], expert systems [1], gradient descent [8], zero-
one integer programming [14] and simulated anneal-
ing [15]. However, there exist cases in which these
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approaches are difficult or even undesirable to be ap-
plied. Such cases arrive when the labels are large
enough (i.e. they contain blocks of texts rather than
a single word), or when the features lie close to each
other and there is not enough space to place the la-
bels. In addition, there exist cases, where the underly-
ing map contains useful information and must not be
obscured or occluded by the use of labels.

As a response to this problem Bekos, Kaufmann,
Symvonis and Wolff [6] proposed a reasonable alter-
native, according to which the labels are placed on the
boundary of a rectangle enclosing the drawing and
they are connected to their associated features with
non-intersecting polygonal lines. This approach is de-
noted as boundary labeling, and the lines are called
leaders.

In practice, this approach is quite usual in med-
ical maps and technical drawings, where it is often
common to explain certain features of the drawing
with blocks of text, that are arranged on its bound-
ary. In such a setting, labels containing long texts do
not overlap each over, do not obscure the site set and
more importantly they do not occlude the underlying
drawing.
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Adopting the boundary labeling model, we inves-
tigate minimum-change drawings for labeled graphs.
More precisely, we assume that a labeling is being cre-
ated interactively based on the actions of a user. Each
time the user acts (e.g. inserts a new site or deletes a
site), a small change should be performed within the
visualization in order to rearrange its components with
respect to some optimization criterion. Clearly, this
could be done by applying an optimal algorithm each
time the user acts. However, this is a time consum-
ing task, especially when the number of features to be
labeled is large. In addition, such an approach could
lead into confusing situations for the user’s point of
view, since the new labeling could be completely dif-
ferent from the one obtained before the user’s action
has taken place. Therefore, we propose an alternative
to cope with this problem, relaxing our demands on
optimality and focusing on the user’s point of view.

This paper is structured as follows: In Section 2,
we define formally the boundary labeling model. Sec-
tion 3, reviews previous results. In Section 4, we focus
on minimum-change drawings for labeled graphs. We
conclude in Section 5 with open problems and future
work.

2 The boundary labeling model
A boundary labeling in its primitive form specifies as
part of its input a set P of n sites si, i = 1,2, . . .n, each
associated with an open, rectangular label li of width
wi and height hi. The site set P and the corresponding
drawing are enclosed in an axis-parallel rectangle R
of sufficient size, which is called enclosing rectangle.
The labels should be placed on distinct positions on
the boundary of R, so that they do not overlap each
over and to be connected to their corresponding sites
with non-intersecting polygonal lines, called leaders.
Such labelings are referred to as legal or crossing free
labelings.

In boundary labeling, the type of the leaders used
to produce labelings, is one of the most important as-
pects that determine the readability and the ambiguity
of the drawing. Surprisingly, it is not always the best
choice to rely exclusively on straight-line leaders (also
refereed to as type-s leaders) . The reason is that the
variety of different slopes among the leaders may un-
necessarily clutter the visualization, especially if the
number of labels is large. Leaders look less disturb-

ing if their shapes are more uniform, as the rectilinear
leaders do. When a leader is rectilinear, it consists of
a sequence of axis-parallel segments, which are either
parallel (p) or orthogonal (o) to the side of R contain-
ing the label it leads to. This implies that a leader c of
type c1c2 . . .ck, where ci ∈ {o, p} consists of a x- and
y-monotone connected sequence (s1,s2, . . . ,sk) of seg-
ments from the site to the label, where segment si is
parallel to the side of R containing the label if ci = p;
otherwise it is orthogonal to that side. Since we target
on simple and easy to visualize labelings, we focus
only on leaders of types po and opo . For each opo
leader, we further insist that its p segment lies outside
R, in the so called track routing area, so that the vi-
sualization is not cluttered unnecessarily. Leaders of
type o are trivially considered to be of type opo and
po, as well.

The labels are attached on the boundary of an
axis-parallel rectangle R = [lR,rR]x[bR, tR] of height
H = tR− bR and width W = rR− lR, which contains
the site set P. In the general case of the problem, the
labels are of arbitrary sizes (non-uniform labels), i.e.
label li, which corresponds to site si has height hi and
width wi. However, of particular interest are the labels
of uniform size, or of maximum uniform size.

Keeping in mind that we want to obtain simple
and easy to visualize labelings, the following crite-
ria can be adopted from the areas of VLSI and graph
drawing: (1) minimize the total number of bends used
for the leaders, i.e. determine a legal labeling, such
that the total number of leader bends is minimum and
(2) minimize the total leader length, i.e. determine a
legal labeling, such that the total leader length is min-
imum.

3 Previous Work
Bekos, Kaufmann, Symvonis and Wolff introduced
the boundary labeling problem in [6]. The focus of
their work is on efficient algorithms for minimizing
the total leader length and for minimizing the total
number of leader bends. An algorithm for minimizing
the total leader length with type-opo leaders, when the
labels are allowed to be placed on all four sides of R
is presented in [2]. In subsequent works Bekos et al.
study variations, where the labels are arranged in mul-
tiple stacks on one side of the rectangle [3] or where
a set of polygons is labeled instead of a set of fixed
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points [4]. In [5], they presented another variation,
where the sites to be labeled are collinear.

Kao, Lin and Yen [10] introduced the term Many-
to-One boundary labeling to describe a variation of
boundary labeling, where several sites are associated
with a common label. In the case of Many-to-One
boundary labeling, the presence of crossings among
leaders often becomes inevitable. Therefore, they pre-
sented several algorithms, approximations and heuris-
tics for minimizing the total number of crossings.

4 Minimum-Change Drawings for
Labeled Graphs

In this section, we adopt the boundary labeling model
and we study minimum-change drawings for labeled
graphs.

We assume that a labeling is being created inter-
actively based on the actions of a user (e.g. inser-
tion of a new site). This suggests that, small changes
should be performed within the visualization, each
time the user acts, otherwise, the user may be con-
fused. Therefore, we can not apply an optimal algo-
rithm each time the user acts, since the resulting vi-
sualization may be completely different from the one
of some previous stage (i.e. before the user’s action
takes place). Figure 1 illustrates this case. Both Fig-
ures 1a and 1b are optimal in terms of the number of
leader bends, however the insertion of the new site
(Yorkshire; pointed by an arrow) has introduced a “big
change” in the labeling of Figure 1b compared with
the one of Figure 1a. This is because several labels
have been rearranged and some of them have changed
side, in order to maintain the optimality of the latter
visualization.

A reasonable alternative to cope with this prob-
lem is to relax our demands regarding the optimality
of the visualization and focus on the user’s point of
view.

4.1 User Actions and their Consequences
Since this is our first attempt to model this problem,
we assume that the user is only allowed to insert and
delete sites and change the size of the labels. In more
complicated cases, the user may be able to zoom and
navigate over the map.

(a) Before the insertion of the new site.

(b) After the insertion of the new site, which is pointed out by the
arrow.

Figure 1: Both labelings are optimal in terms of total leader
bends.

The actions of the user influence the structure
of the visualization. When the user inserts a new
site, then sufficient space must be allocated in or-
der to accommodate a new label, associated with this
site. This implies that other neighboring labels might
have to be rearranged somehow in order to realize
this placement. Additionally, the placement has to
be done so that to obtain a “near-optimal” solution.
However, since the labeling is not optimal anymore,
this may imply crossings among the leaders, which
is a drawback, as crossings are often regarded as the
main source of confusion in information visualization.
This is exactly the point where the optimal algorithm
comes into play. If the number of crossings exceeds a
previously defined quantity (e.g. the number of sites
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being used), then the optimal algorithm should be exe-
cuted and the user must be informed, that he will face
a greater change within the visualization being cre-
ated.

When a site is removed, then its associated label
has also to be removed. This implies that some space
is released, so that some bottlenecks to be improved.
Keeping in mind that small changes should be per-
formed, a good choice would be to rearrange some
of its neighboring labels so that to reduce the number
of crossings or archive a better solution regarding the
optimization criterion we have adopted.

Finally, the user is also able to change the size of
the labels. Such an action can be done either man-
ually because of a user’s demand or can be gener-
ated because of some change on the font format or
font size. In this case, the label has to enlarge or
shrink, which suggests that a new change should be
performed within the structure of the visualization.
Both cases can be treated by following similar ap-
proaches as the ones for site creation and deletion, re-
spectively.

4.2 Greedy Heuristics
To evaluate our heuristics, we adopt the following
boundary labeling model: The labels are allowed to
be placed on one side of the enclosing rectangle R,
say the east side of R. The assumed model is quite
general, since it permits non uniform labels with slid-
ing label ports (i.e. each leader is allowed to touch the
label anywhere on its boundary). We seek to deter-
mine a near-optimal type-po boundary labeling with
respect to the total number of leader bends.

4.2.1 Insertion of Sites
The heuristic regarding the site creations is stated as
follows: Each time a new site is being created, deter-
mine whether it can be routed using a type-o leader. In
a straight-forward approach, this can be determined in
O(n) total time, where n is the number of labels al-
ready placed. However, we can improve ourselves in
O(logn) by applying a binary search over the label set.
If this is not possible, then the label is placed so that
to minimize the number of crossings implied by this
placement. Again, in a straight-forward approach this
can be done in O(n2) total time, however we can im-
prove ourselves in O(log3 n + k logn), where k is the
maximum number of reported crossings by employing

Algorithm 1: Greedy Heuristic on Site Creations

On site creation (s):
Determine whether s can be routed with a type-o
leader.
if (this is possible) then

Proceed with the placement.
else

Place the label so that to minimize the number
of newly introduced crossings.

if (# crossings exceeds # sites) then
Inform the user.
Run the optimal algorithm.

(a) Before the insertion of the new site.

(b) After the insertion of the new site,
which is pointed out by the arrow.

Figure 2: A labeling produced by Algorithm 1.

binary search like techniques over the label set and in-
terval trees to support visibility queries. Our heuristic
is also stated in Algorithm 1.

Figure 2 illustrates the usage of our heuristic. The
insertion of the new site (Yorkshire; pointed by an ar-
row in Figure 2b) has introduced an additional cross-
ing in the resulting labeling of Figure 2b compared
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with the one of Figure 2a. Note that in this case, this
crossing can be easily eliminated, however in more
complicated cases such an elimination may require
several labels to be rearranged.

4.2.2 Deletion of Sites
As mentioned earlier, when a site is deleted some
space is released. We choose to use this space in order
to increase the number of sites that are routed using a
type-o leader, if this is possible. We could also use it
so that to reduce the number of crossings or combine
with these objectives.

Our heuristic regarding the site deletions is stated
as follows: Each time a site is deleted, determine
whether one of its label’s two immediate neighbor la-
bels can be rearranged, so that to be routed using a
type-o leader. This can be done in constant time as-
suming that each label keeps a reference to its two im-
mediate neighbor labels. We proceed by recursively
applying the same approach to the rearranged label.
Thus, the total time needed to delete a site is at most
O(n), where n is number of labels already placed.
Clearly, this recursion does not result into an optimal
elimination of the leader bends that can be eliminated.
However, it is efficient in term of time complexity.
This heuristic is also stated in Algorithm 2.

Figure 3 illustrates the usage of our heuristic. The
deletion of the site (East Midlands; pointed by an ar-
row in Figure 3a) result into a labeling with greater
number of type-o leaders. However, it did not affect
the number of crossings. Note that in general this pro-
cedure can lead into a labeling with greater number of
leader crossings.

4.2.3 Changing a label’s size
Changes on labels’ sizes are treated by following simi-
lar approaches as the ones for site insertions and dele-
tions. The case where a label is about to shrink is
easy. We do not have to consider special issues. We
just shrink it, such that its leader do not bend, if it is
of type-o. The space that is earned can be exploited as
in the case of site deletion. Therefore, such a change
demands a linear time effort.

If a label is about to enlarge, then there exist two
alternatives. The first one occurs, when there exists
enough space (either on top or bellow the label), in or-
der to accommodate this enlargement. In this case, we
just enlarge it by focussing on the type of the leader

Algorithm 2: Greedy Heuristic on Site Deletions

On site deletion (s):
l:= the label of site s.
lt := the label on top of l.
lb:= the label bellow l.
Remove l.
if (lt can be routed using a type-o leader) then

Proceed with the new placement of lt .
Recursively, apply the same approach to the
two immediate neighbor labels of lt .

else
if (lb can be routed using a type-o leader) then

Proceed with the new placement of lb .
Recursively, apply the same approach to the
two immediate neighbor labels of lb.

if (# crossings exceeds # sites) then
Inform the user.
Run the optimal algorithm.

(a) Before the deletion of the site, which
is pointed out by the arrow.

(b) After the deletion of the site.

Figure 3: A labeling produced by Algorithm 2.
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that we will use, since such an enlargement may lead
into an additional leader of type-o. To cope with this
case demands a constant time effort. The second alter-
native occurs when there exists no enough space. In
this case, some labels either on top or bellow the label
(that is about to enlarge) have to be rearranged. From
these two alternatives we choose the one which maxi-
mizes the total number of type-o leaders. This can be
done in linear time.

5 Conclusions
In this paper, as a first step towards solving this prob-
lem, we presented results only for the leader bend
minimization problem. No results presented regard-
ing the total leader length minimization problem. We
also assumed that the user is only allowed to insert and
delete sites and change the size of the labels. In more
complicated cases, the user may be able to change the
sizes of the labels, or even zoom and navigate over the
map. No algorithms exist for this model.
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