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Abstract: - The H.264/AVC video coding standard aims to enable significantly improved compression 
performance compared to all existing video coding standards. In order to achieve this, a robust rate-distortion 
optimization (RDO) technique is employed to select best coding mode. This paper presents combined (intra 
and inter prediction) fast mode decision algorithm for H.264/AVC. The objective is to reduce the 
computational complexity of the encoder without significant rate-distortion performance degradation. The 
choose method reduces the computational time savings for B picture up to 42 %, when using modification 
H.264/AVC encoder with negligible loss of rate-distortion performance. 
 
Key-Words: - Intra prediction, Inter prediction, Low complexity inter skip prediction, Rate-distortion 
optimization, Lagrange multiplier, Selective intra coding. 
 
1   Introduction 
H.264/AVC, the result of the collaboration between 
the ISO/IEC Moving Picture Experts Group and the 
ITU-T Video Coding Experts Group, is the latest 
standard for video coding [1, 2, 3]. The goals of this 
standardization effort were enhanced compression 
efficiency, network friendly video representation for 
interactive (video telephony) and non-interactive 
applications (broadcast, streaming, storage, video on 
demand). The H.264/AVC video coding standard 
can deliver significantly improved compression 
efficiency compared with previous standards. Due to 
this improved compression efficiency and increased 
flexibility of coding and transmission, H.264 has the 
potential to enable new services over different 
networks. However, the performance gains of H.264 
come at a price of increased computational 
complexity. 
The H.264/AVC video coding standard has the same 
basic functional elements as previous standards 
(MPEG-1, MPEG-2, MPEG-4 part 2, H.261, H.263) 
[4, 5, 6], i.e., transform for reduction of spatial 
correlation, quantization for bit rate control, motion 
compensated prediction for reduction of temporal 
correlation and entropy encoding for reduction of 

statistical correlation. However, in order to fulfill 
better coding performance, the important changes in 
H.264 occur in the details of each functional element 
by including intra-picture prediction, a new 4x4 
integer transform, multiple reference pictures, 
variable block sizes, a quarter pel precision for 
motion compensation, a deblocking filter [7], and 
improved entropy coding (Context Adaptive Binary 
Arithmetic Coding (CABAC) and Context – Based 
Adaptive Variable Length Coding (CAVLC)) [8, 9]. 
Improved coding efficiency comes at the expense of 
added complexity to the coder/decoder [10]. H.264 
utilizes some methods to reduce the implementation 
complexity [11]. 
This paper is organized as follows. The importance 
of intra and inter prediction is presented in Section 2. 
The choose algorithm is described in Section 3. 
Experimental results followed by the discussion are 
shown in section 4. Section 5 concludes the work. 
 
 
2 Intra and inter prediction 
The intra prediction reduces spatial redundancies by 
exploiting the spatial correlation between adjacent 
blocks in a given picture. Each picture is divided 
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into 16×16 pixel macroblock and each macroblock is 
formed with luma components and chroma 
components. For luma components, the 16×16 pixel 
macroblock can be partitioned into sixteen 4×4 
blocks. The chroma components are predicted by 
8×8 blocks with a similar prediction technique as the 
16×16 luma prediction. There are 9 prediction 
modes for 4×4 luma blocks and 4 prediction modes 
for 16×16 luma blocks. For the chroma components, 
there are 4 prediction modes that are applied to the 
two 8×8 chroma blocks (U and V) [12]. 
Inter-prediction is to reduce the temporal correlation 
with help of motion estimation and compensation. In 
H.264/AVC, the current picture can be partitioned 
into the macroblocks or the smaller blocks. A 
macroblok of 16x16 luma samples can be partitioned 
into smaller blocks sizes up to 4x4. For 16x16 
macroblock mode, there are 4 cases: 16x16, 16x8, 
8x16 or 8x8, also four cases: 8x8, 8x4, 4x8 or 4x4 
for 8x8 mode. The smaller blocks size requires 
larger number of bits to signal the motion vectors 
and extra data of the type of partition, however the 
motion compensated residual data can be reduced. 
Therefore, the choice of partition size depends on 
the input video characteristics. In general, a large 
partition size is appropriate for homogeneous areas 
of the frame and a small partition size may be 
beneficial for detailed areas. Each partition or sub-
macroblock partition in an inter-coded macroblock is 
predicted from an area of the same size in a 
reference picture. The offset between the two areas 
(the motion vector) has quarter-sample resolution for 
the luma component and one-eight-sample 
resolution for the chroma components.  The process 
for inter-prediction of a sample block can also 
involve the selection of the pictures to be used as the 
reference pictures from a number of stored 
previously decoded pictures. Reference pictures for 
motion compensation are stored in the picture buffer. 
They are classified as “short-term”and “long-term” 
reference pictures. Memory management is required 
to take care of making some stored pictures as 
“unused” and deciding which pictures to delete from 
the buffer for efficient memory management [12]. 
 
 
3 The intra- and inter- mode selection 
algorithm 
To find the best coding parameters for each 
macroblock, H.264/AVC reference software encodes 
all possible combination of parameters and 
calculates the rate and distortion of a given 
macroblock for each combination. This means that 
the encoder calculates the R-D costs of all possible 

coding options and chooses the coding mode of a 
given macroblocks which has minimum R-D cost 
[13].  
The modification software version with algorithm 
applied reduces computational processing through 
early identification of macroblocks to be skipped 
[14]. Prior to coding each macroblock, the encoder 
estimates the rate-distortion cost of coding or 
skipping the macroblock. Based on these estimates, 
the macroblock is either coded as normal or skipped. 
Skip prediction model aims to reduce computation 
whilst maintaining or improving rate-distortion 
performance. 
To generate the problem we have implemented one 
known skip prediction algorithm [15, 16] for 
complex calculations. Our research includes: 

• Main profile with correspondence tools, 
• The skip algorithm only for B pictures, 
• Rate distortion optimization mode selection 

disabled. 
We used the skip algorithm only for B pictures 
because, in comparison to prior video-coding 
standards, the concept of B pictures is generalized in 
H.264/AVC. Generally, B pictures utilize two 
distinct reference picture buffers, which are referred 
to as the first and second reference picture buffer, 
respectively. In B pictures, four different types of 
inter-picture prediction are supported: list 0, list 1, 
bi-predictive, and direct prediction. If no prediction 
error signal is transmitted for a direct macroblock 
mode, it is also referred to as B slice SKIP mode and 
can be coded very efficiently, similar to the SKIP 
mode in P slices [17].  
Taking into account previous discussion, the goal of 
a rate-distortion optimized mode selection algorithm 
is to find the coding mode (out of K available coding 
modes) that minimizes distortion subject to a rate 
constraint. Let X= (X1, X2,…, XN) denote a group of 
N macroblocks. For a vector of N macroblock 
coding mode allocations M = (M1, M2,…, MN) and a 
rate constraint RT , this optimization problem can be 
expressed as: 

( )MXDM
M

,minarg* =    (1) 

subject to 
( ) RMXR T≤,  

where M* is a vector of optimal mode allocations, 
D(X,M) is a distortion metric calculated for the 
group of coded and decoded macroblocks X, R(X, 
M) is the coded rate of the group of macrobloks X. 
This may be written as an unconstrained problem 
using a Lagrange multiplier method as: 
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( )i
N

iM
XJM ∑=

=1
minarg*    (2) 

where J(Xi), is the rate-distortion cost for 
macroblock i and is given as: 
( ) ( ) ( )MXRMXDXJ iii ,, λ+=   (3) 

The Lagrange multiplier λ is chosen, considering all 
N macroblocks, such that the rate constraint holds 
[18]. 
This is typically a complex problem due to the 
interdependencies between macroblocks. The 
complexity can be reduced by assuming macroblock 
independence [18], typically leading to a sub-
optimal solution: 

( )i
N

i M
XJ

i
M ∑=

=1
minarg*    (4) 

where: 
( ) ( ) ( iiiii MXRMXDXJ ,, )λ+=   (5) 

Let Mi be the coding mode (one of K possible 
modes) chosen by the encoder for macroblock Xi and 
let Mi=K denotes the “skip” mode. The rate-
distortion cost of coding a macroblok is given in (5) 
while costs of skipping a macroblock is: 
( ) ( KXDKXJ ii ,, = )

)

    (6) 
respectively, where λ is a weighting parameter 
(Lagrange multiplier). Note that the rate associated 
with a skipped macroblock is effectively zero. 
Macroblock Xi should be skipped (not coded) if: 
( ) ( ) ( KXDMXRMXD iiiii ,,, ≥+ λ (7) 

The skip prediction algorithm proceeds as follows 
[16]: 
• For every macroblock, calculate  and 

read previously stored values 
( )KXD i

n ,

( ) ( ) ( )( )111 , −−− n
i

n
i

n MXD  and ( ) ( ) ( )( )111 , −−− n
i

n
i

n MXR  
• Calculate the activity factor for the current 

macroblock: 
( ) ( ) ( )( ) ( ) ( ) ( )( )111111 ,, −−−−−− ⋅= n

i
n

i
nn

i
n

i
n

i MXRMXDF (8) 

• Calculate λ  using equation (by substituting Fi for 
F): 

( )
( )[ ].3203.010688.3

exp10239.510374.7
5

58

QPF

xF

⋅+⋅−

⋅+⋅=

−

−−λ
   (9) 

• Choose “skip” mode if the following expression is 
true:  
( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( )KXD

MXRMXD

i
n

n
i

n
i

nn
i

n
i

n

,

,5.0, 111111

≥

+ −−−−−− λ
 (10) 

• If “skip” mode is chosen, no further processing is 
carried out and the macroblock is marked as 

“skipped”. If “code” mode is chosen, process the 
macroblock as normal. 

Selective intra prediction mode decision schemes 
[19] for fast intra mode decision stems from the fact 
that the dominating direction of a bigger block is 
similar to that of smaller block. The best prediction 
mode of 4×4 luma block within 16×16 block has the 
same direction as that of 16×16 luma block. The 
computation of the intra prediction and the chroma 
prediction can be reduced on the base of the overall 
edge information from the 16×16 intra prediction 
result. 
The number of candidate modes from selective intra 
prediction mode decision is taken to be as shown in 
Table 1. The number of mode combinations for an 
MB is only 1× (4×16 + 4) = 68 at the best case, 
whereas the current RDO calculation in H.264/AVC 
requires 592. 
 

TABLE 1 
Number of candidate modes 

Picture 
component 

Block 
size 

Total 
number 
of modes 

Number 
of 

candidates 
modes 

Luma (Y) 4x4 9 4 to 7 
Luma (Y) 16 4 4 

Chroma (U, V) 8x8 4 1 to 2 
 
 
4   Experimental results and discussion 
Our experiment environment is based on 
modification of H.264 reference encoder of JM 10.2 
(modification version - JM10.2M), which was 
developed by JVT [20]. Experimental results are 
tested with the conditions indicated in the Table 2, 
specifying and covering 10 video sequences of the 
different activity, resolutions (QCIF and CIF).  Also, 
we used for test 4:2:0 Main profile, suitable frame 
rate/frame skipping and quantization parameter. All 
tests in the experiment are run on the Pentium Intel 
2.53 GHz, with 512 MB RAM and the OS Microsoft 
Windows XP. 
For the experiments, we use the first 50 frames of 
the different test sequences. The test sequences have 
been selected to emphasize different kind of motions 
and contents, such as low-to-high amount of 
movement, camera zooming and panning motion 
and context with complicated texture. We used for 
test 4 sequences in CIF format (Foreman, 
Coastguard, Mobile, Tempete) and 6 sequences in 
QCIF (Claire, Coastguard, Container, Grandmother, 
News, Salesman). 
Our idea is to perform tests and compare different 
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test versions in order to show which improvements 
are obtained by JM 10.2M.  

 
In order to compare and to analyze the output results  
we choice the following the key factors: signal - to – 
noise ratio (SNR) for luma (Y) picture component, 
the bit rate (kbps) and the computational time (ms). 
We measured SNR only for Y because human visual 
system is better sensitive to luma then to chroma 
components of pictures. 
Starting from the fact that video coding standard 
H.264/AVC holds two methods of entropy coding, i. 
e., CABAC and CAVLC; we have used CABAC 
because this method gives better results than 
CAVLC in the sense of video context coding [2]. 
Also, we have applied Hadamard transformation 
because it improves the encoder performance 
comparing to other transformations [2]. 
In our experiment a number of CIF and QCIF test 
sequences were encoded using the original encoder. 
The same sequences were encoded using a modified 
version of encoder, incorporating skip prediction 
algorithm and selective intra coding algorithm. 
Table 3 shows experimental results when both test 
software version are used. Table 3 shows the 
performance of the combined method (skip mode 
prediction and selective intra prediction decision) in 
B slices in the IBBP structure. When the number of 
reference frames is 5, the proposed method gives 
encoding time saving from about 35% to over 42 %. 
The encoding time in average is reduced by about 38 
%. This means that the modified H.264/AVC 
encoder is faster than reference software JM 10.2.  

 
 

TABLE 2 

 
TABLE 3 

TEST RESULTS 

Test 
sequences 

Computati
-onal time 

(%) 

SNR 
(dB) 

Bit rate 
(%) 

Coastguard 37,29 -0,02 -6,11 
Mobile 38,62 -0,06 -7,45 

Tempete 36,05 -0,05 -7,36 
Foreman 37,35 -0,22 -6,84 

Claire 35,41 -0,01 -0,24 
Coastguard 38,01 -0,01 -2,87 
Container 42,26 0,00 0,53 

Grandmother 39,88 0,00 -0,89 
News 39,00 -0,02 -2,52 

Salesman 34,53 -0,01 -1,71 
Average 37,84 -0,04 -3,55 

 
Fig. 1 shows computational time reduction (curve 
with cycle dots marks original, while curve with 
square dots marks modification computational time 
in relations with number of pictures) for Container 
test sequence. This sequence was chosen because it 
gives the best performance of proposed scheme in 
sense of computational saving time. 

TEST CONDITIONS 
Coding options/Encoder JM 10.2 JM 10.2M 

Profile Main  
B slice Used 

MV search range 32 
QP 40 

Number of reference frames 5 

Coding options used Rate distortion optimization, 
Hadamard transform, CABAC 

Coastguard CIF 
Mobile CIF 

Tempete CIF 
Foreman CIF 

Claire  QCIF 
Coastguard QCIF 
Container QCIF 

Grandmother QCIF 
News QCIF 

Test sequences 

Salesman QCIF 

Number of frame 
skip = 2 IBBP 
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Fig.1. Computational time, PSNR (Y), bit rate 
reduction for Container (QCIF) test sequence. 

 
However, there is very negligible loss in term SNR: 
it is only -0,04 (dB) in average. On the other hand, 
our values concerned the bit rate are slightly 
increased (from 0.53 to -7,45 %). 
 
 
5 Conclusion 
This paper compares the two test models (original 
and modification) for combined skip and inter 
prediction method in H.264 encoder, when B 
pictures are analyzed. The rate-distortion costs of 
coding or skipping a macroblock are estimated prior 
to processing. A decision whether to code the 
macroblock or stop further processing is made based 
on a Lagrangian cost function. Also, selective intra 
fast mode decision in encoders is proposed by 
reducing the number of candidate modes using the 
directional information. 

Our experimental results indicate that coding time is 
reduced by 35-42 % through early identification of 
macroblocks that are likely to be skipped during the 
coding process and through reducing the number of 
candidate modes. There is not significant loss of 
rate-distortion performance. Coding time is 
substantially reduced because a significant number 
of macroblocks are not processed by the encoder. 
The computational saving depends on the activity of 
video sequences. 
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