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1 Introduction
The Lagrange interpolation is the most frequently

used type of interpolation. It supposes an approxi-
mation of an unknown function using only the values
of this function on a set of points. The interpolation
function matches the values of initial function on the
set of given points. Let beΘ = {θ1, . . . , θn} ⊂ Rd a
set of arbitrary points andF ⊃ Πd a set of functions
which includes polynomials. The Lagrange interpola-
tion problem is to find a polynomial subspaceP such
that for an arbitrary functionf ∈ F there exists an
unique polynomialp ∈ P such that

f(θi) = p(θi), ∀ i ∈ {1, . . . , n} (1)

In this case the pair(Θ,P) is called correct. In [11] is
proved that the measure of the set of knots for which
the Lagrange interpolation has not unique solution is
zero and the Lagrange interpolation is almost always
possible. In [1], C. de Boor proved that the correctness
of the pair(Θ,P) is equivalent with the equalities:

dim P = #(Θ) = dim P|Θ, (2)

with P|Θ = {f |Θ | f ∈ P}.
One of the difficulty encountered by the multi-

dimensional Lagrange interpolation is the so called
”loss of Hair”: for every finite dimensional linear
spaceV of continuous functions onRd,d > 1 there
are sets of pointsΘ ⊂ Rd, such thatdim V =
#(Θ) > dim V |Θ. More, for a givenn andd > 1
there is not an-dimensional correct polynomial space
for every sets of points having cardinalityn.

Another difficulty is given by the fact that the set

of dimensions of polynomials ind variables does not
cover the entire set of natural numbers:

dim Πd
n =

(
n + d

d

)
(3)

More, there are many polynomials ind variables, lin-
ear independent, with the same total degree.

There are many studies of Lagrange multivariate
interpolation for rectangular and triangular grids of
points. For these configurations the tensor product
method is successfully used (see [9]). Other authors
look for set of pointsΘ, such that the pair(Θ, Πd

n)
be correct (see [8], [10], [11]). These methods are
not working when the points are given and can not be
modified in the interpolation process.

C. de Boor and A. Ron found a minimal interpo-
lation space for a given set of pointsΘ ∈ Rd (see [1]).
They called this spaceΠΘ:

ΠΘ = (ExpΘ)↓= span{g↓; g ∈ ExpΘ} (4)

ExpΘ = span{eθ; θ ∈ Θ}, (5)

The Lagrange interpolation is an ideal interpola-
tion scheme be cause

ker Θ = {p ∈ Π|p(θ) = 0, ∀ θ ∈ Θ} = IΘ

is a polynomial ideal.
Multivariate ideal interpolation schemes are

deeply connected with H-bases. Any ideal interpo-
lation space with respect to a set of conditionsΛ, can
be obtained like a space of reduced polynomials mod-
ulo a H-basis of the idealker(Λ). The definition of
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a H-basis depends of the notion of degree used in the
grading decomposition of the polynomial spaces and
of the inner product used in the reduction process.

We studied,in [21], in the case of bivariate poly-
nomials, a generalized degree, introduced by T. Sauer
and namedw-degree.

The aim of this article is to study the Lagrange
interpolation problem in the space of polynomials of
w-degree, by using the connection between interpo-
lation and reduction modulo a H-basis of the ideal
ker Θ. We want to find, in the space of polynomi-
als ofw-degree a minimal interpolation space for the
conditionsΘ.

In order to do this, in section 2 we present some
notions and results related to thew-degree and in sec-
tion 3 we present the main results of this article. Con-
clusions are given in section 4.

2 Thew-degree grading

In [17], T. Sauer introduced thew-degree of a
monomial:

Definition 1 Thew-degree of the monomialxα is

δw(xα) = w · α =
d∑

i=1

wi · αi,

∀ α ∈ Nd, w = (w1, . . . , wd) ∈ Nd, x ∈ Rd.

This degree induces on the space of polynomials ind
variable a grading, in the sense given in [19].
A Γ-grading is defined as follows.

Let (Γ, +) denotes an orderer monoid, with re-
spect to the total ordering≺, such that:α ≺ β ⇒
γ + α ≺ γ + β, ∀ α, β, γ ∈ Γ.

Definition 2 ([19]) A direct sum

Π =
⊕

γ∈Γ

P(Γ)
γ (6)

is called a grading induced byΓ, or a Γ-grading, if
∀ α, β ∈ Γ

f ∈ P(Γ)
α , g ∈ P(Γ)

β ⇒ f · g ∈ P(Γ)
α+β (7)

The total ordering induced byΓ gives the notion
of degree for the components inP(Γ)

γ . Each polyno-
mial f 6= 0, has a unique representation

f =
s∑

i=1

fγi , fγi ∈ P(Γ)
γi

; fγi 6= 0 (8)

The termsfγi represent theΓ- homogeneous
terms of degreeγi.

Assuming thatγ1 ≺ . . . ≺ γs, the Γ- homoge-
neous termfγs is called the leading term or the maxi-
mal part off , denoted byf (Γ) ↑.

In order to prove that thew-degree induces a grad-
ing, we introduce the followings sets:

A0
n,w = {α ∈ Nd | w · α = n}, w ∈ (N∗)d, n ∈ N

(9)
rn,w = #(A0

n,w) (10)

NA = {n ∈ N | ∃α ∈ A0
n,w} (11)

Proposition 1 The direct sum

Π =
⊕

γ∈NA

P(NA)
γ (12)

is aNA-grading, in the sense given by the definition 2

Proof: The polynomial homogeneous subspace ofw-
degreen can be rewritten as:

Π0
n,w =





∑

α∈A0
n,w

cαxα | cα ∈ R, α ∈ Nd





Let beα ∈ A0
n,w andβ ∈ A0

m,w. Thew- degree of the
monomialxα · xβ is :

δw(xα · xβ) = w · (α + β) = (w · α) + (w · β)

⇔ δw(xα · xβ) = δw(xα) + δw(xβ)

This relation proves that iff ∈ Π0
n,w andg ∈ Π0

m,w,
thenf · g ∈ Π0

n+m,w. ut
We will name,w-degree grading, the grading ob-

tained by choosing in definition 2,Γ = NA with the
natural total ordering. The leading term correspond-
ing to this grading will be denoted byf ↑w

3 The interpolation problem

Let be

Θ = {θi | θi ∈ Rd, i = 1, . . . , n}
We want to obtain a space of minimalw-degree for
the conditionsΘ.
We will use the following theorem:

Theorem 1 ([19]) Let be Λ ⊂ Π′ an ideal interpo-
lation scheme andH a H-basis for the idealker Λ.
Then, the set of reduced polynomials modulo aH,
PH = Π→H , is a minimal interpolation space for the
conditionsΘ and the interpolation operator is the re-
ducing operator moduloH - basis, that is

LPH(q) = q →H; q ∈ Π. (13)
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For the reducing process modulo aH-basis we will
use the inner product

< f, p >= (p(D)f)(0) =
∑

α∈Nd

Dαp(0)Dαf(0)
α!

,

(14)
f, p ∈ Πd.

In our problem, the reducing operator modulo a
H - basis(p1, . . . , pm), associates to each polynomial
p, its reduced part,r, related to thew-grading. Every
polynomialp has an unique representation:

p =
m∑

k=1

qk · pk + r, with (15)

δw(qk) + δw(pk) ≤ δw(p) and

r =
δw(p)∑

n=0

rn, with (16)

rn ⊥ Vn(p1, . . . , pm). (17)

The orthogonalisation is made related to a given inner
product. In fact, the following algorithm is used in
order to calculate the reduced polynomial :
Reduction algorithm
Forn = δw(p), . . . , 0
For j = 1, . . . ,m
we calculate the polynomialsqn

j ∈ Wn(p1, . . . , pj),
given by

qn
j =

j∑

k=1

qn
j,k · pk ↑, qn

j,k ∈ Π0
n−δw(pk) (18)

such that

fn ↑ − qn
j ⊥ Wn(p1, . . . , pj), (19)

where, firstfδw(p) = p.
We obtain the component

rn = fn ↑ −
m∑

j=1

qn
j = fn ↑ −

m∑

j=1

j∑

k=1

qn
j,k · pk ↑,

(20)
with rn ⊥ Vn(p1, . . . , pm).

The inductive reduction process is realized for ev-
eryw-homogeneous components ofp, by choosing

fn−1 = fn − rn −
m∑

j=1

j∑

k=1

qn
j,k · pk (21)

The main result of this section is given by the fol-
lowing theorem:

Theorem 2 Let beΘ = {θi | θi ∈ Rd, i = 1, . . . , n},
H a H-basis for the idealI = ker Λ, with respect

to the inner product given in (14) and thew-grading,
then

Π→H =
⋂

q∈ker Θ

ker q ↑w (D) = (ΠΘ)w, (22)

with

(ΠΘ)w = (ExpΘ)↓w= span{g↓w; g ∈ ExpΘ}
(23)

Proof:(ΠΘ)w is aw- minimal interpolation space for
Θ. Using a proof as in [17] we obtain that

⋂

q∈ker Θ

ker q ↑w (D) = (ΠΘ)w.

The first equality results from theorem 1. ut

4 Conclusions

In this paper we discuss a Lagrange interpolation
scheme in the space of polynomials ofw-degree. This
type of interpolation schemes appears in the practical
problems in which the coordinates are dependent of
time and the condition of minimal degree of the inter-
polation polynomial is replaced with the condition of
w-minimal degree of the interpolation polynomial. Be
cause Lagrange interpolation scheme are ideal inter-
polation schemes, we can use the connection between
the interpolation and the reduction process modulo a
H-basis of the idealker Θ. We found a form of the in-
terpolation polynomial in the space of polynomials of
w-degree. If we can construct the interpolation space,
we know the space of reduced polynomials. On the
other hand, we can apply the algorithm for obtaining
the reduced polynomials modulo a H-basis of the ideal
ker Θ, in order to obtain the interpolation space.

The construction of thew-minimal interpolation
space for some practical problems, the interpretation
of the results and the comparison with the classical
minimal interpolation space are our further directions
of study.
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