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Abstract:- Software testing needs to be measured in similar terms as overall software development process (SDP) in 
order to understand its true progress and make informed decisions. Basic considerations of Software Testing Metrics 
Framework (STMF) and some commonly used testing metrics and where in testing process they apply are described 
in this, Part 1 article. Typically, software development is measured in terms of overall progress in meeting functional 
and business goals. By considering testing dimensions other than cost and schedule, managers and other team 
members can better understand and optimize the testing process, in effect opening the black box and managing 
testing more effectively is described in Part 2 article. 
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1 Introduction 
Testing is often seen as a troublesome and 
uncontrollable process.  As it is often performed, it takes 
too much time, costs too much, and does not contribute 
to product quality. Testing can become merely an 
exercise in identifying how bad the product will be in 
the field. However, with appropriate processes, it can be 
brought under control and can add significant value to 
the development process. Planning for testing on a 
software project is often challenging for program 
managers. Test progress is frequently unpredictable, and 
during software testing painful schedule and feature 
"surprises" typically occur. Software testing is often 
viewed as an obstacle—more as a problem and less as a 
vital step in the process. For this reason, testing is 
treated as a "black box" and addressed at the end of the 
schedule. While budget and time may be allocated for it, 
testing is not really managed in the same way as 
development. Typically, software development is 
measured in terms of overall progress in meeting 
functional and business goals. Software testing needs to 
be measured in similar terms to understand its true 
progress and make informed decisions. By considering 
testing dimensions other than cost and schedule, 
managers and other team members can better understand 
and optimize the testing process, in effect opening the 
black box and managing testing more effectively. In this 
way they can avoid costly and painful "surprises" late in 
the project. 
       Test metrics are an important barometer used to 
measure the effectiveness of the software testing 
process. Aim of this paper is to propose basic metrics of 
key software testing activities and artifacts in 
development processes that can be objectively 
measured, according to ISO 15939 – Software 
Measurement and SEI CMMI-SE/SW/IPPD/SS product 
suit [1-3] as a foundation for enterprise wide 
improvement of Integrated and Optimized Software 
Development / Testing Pocess (IOSTP) [7-11] i.e. 
Software Testing Metrics Framework (STMF).  

In testing we tend to focus on collecting internal IOSTP 
measures such as numbers of defects and innovation 
measures such as process improvement metrics. If we 
examine where our normal test metrics fit in the STMF 
we can see gaps in both quantitative and qualitative 
measures, which we may wish to address not only to 
focus on internal IOSTP results but to look at a balance 
between four measurable areas: financial measures such 
as profit and loss, customer measures such as market 
share and repeat business, internal measures such as 
numbers of defects in products and process violations, 
and innovation or learning measures such as number of 
new products developed and marketed. Our customers 
and managers may be interested in the financial impact 
of testing and customer satisfaction measures. Measure 
the past to predict the future. Software development is 
inherently a people-intensive enterprise, and software 
quality is influenced by many factors that vary 
tremendously among organizations. To achieve useful 
accuracy, software quality models must be calibrated for 
each specific development environment [1]. A case 
study acquires historical data on one or more projects. 
We construct models that could have been developed 
during the historical project, and calculate assessments 
that could have been made. The accuracy of those 
assessments is then evaluated against actual experience. 
This gives us confidence in predictions for a current 
project. Exploit your gold mines. Our approach to 
software quality modeling is aptly described as data 
mining, especially when operational faults are rare. Data 
mining is most appropriate when one seeks valuable bits 
of knowledge in large amounts of data collected for 
some other purpose, and when the amount of data is so 
large that manual analysis is not possible. Many 
software development organizations have very large 
databases for project management, configuration 
management, and problem reporting which capture data 
on individual events during development. For large 
systems or product lines, the amount of available data 
can be overwhelming. Manual analysis is certainly not 
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possible. However, we have found that these databases 
do contain indicators of which modules will likely have 
operational faults [11]. 
      One metric is not enough. Much of the literature on 
software metrics is aimed to demonstrate the value of 
individual metrics. However, this does not fulfill our 
purpose: to build industrial-strength quality models. 
Our experience with modeling empirical data from 
industry has indicated that a model with one software 
metric as the only independent variable does not have 
useful accuracy and robustness. Lines of code is not 
enough. McCabe cyclomatic complexity is not enough. 
The metric that is most highly correlated to faults is not 
enough. Recent case studies have demonstrated that 
multiple independent variables give more accurate 
results than models with just one independent variable 
[4]. The cost of collecting many metrics from source 
code (or other software product), rather than just a few, 
is not a practical problem for conventional metrics, 
because a metric-analyzer software tool is capable of 
measuring many metrics in one pass. We have found it 
is more effective to begin with many metrics, and then 
to apply data mining techniques to choose those with 
statistically significant empirical relationships to faults. 
Code metrics are not enough. The development histories 
of modules often differ radically. For example, modules 
from early releases have been used or tested more than 
recently developed modules. A stable module may have 
been developed by only one person, while other modules 
may have been modified by many different 
programmers. Indicators of such variations can 
significantly improve model accuracy and robustness. 
For example, our case studies have shown that a simple 
indicator of reuse from a prior release can be a 
significant independent variable in both classification 
and regression models. A case study of the Automatic 
Target Tracking Radar System - ATTRS [9], showed 
that the likelihood of discovering additional faults 
during integration and test in a spiral life cycle can be 
usefully modeled as a function of the module history 
prior to integration. In other words, process-related 
measures derived from configuration management data 
and problem reporting data may be adequate for 
software quality modeling, without resorting to software 
product measurement tools and expertise. Empirical 
validation must be realistic. Due to the many human 
factors that influence software reliability, controlled 
experiments to evaluate the usefulness of empirical 
models are not practical. Therefore, we take the case 
study approach to demonstrate their usefulness in a real-
world testing. To be credible, the software engineering 
community demands that the subject of an empirical 
study be a system with the following characteristics [5]: 
(1) developed by a group, rather than an individual; (2) 
developed by professionals, rather than students; (3) 
developed in an industrial environment, rather than an 
artificial setting; and (4) large enough to be comparable 

to real industry projects. Our case studies fulfill all of 
these criteria through collaborative arrangements with 
development organizations. 
     Test metrics and data gathering regarding the testing 
costs, testing failure costs, and defects are essential to 
manage and control testing function efficiently and 
effectively. Accurate data and relevant metrics provide 
information for decision making in relation to quality of 
products and processes. Otherwise the release decisions, 
further investments, and process changes are 
troublesome to justify without proper information. Hard 
data about the current situation also concretizes the true 
facts enabling to set up feasible and rational objectives. 
By establishing appropriate metrics, an organization can 
balance the cost of testing with the benefits derived from 
that testing. In order for metrics to be effective, the data 
collected must allow an organization to understand 
clearly: 
• When the cost of further testing would outweigh the 
risk to the business. 
• The cost to fix defects at the various stages of a project 
life cycle. 
• The potential risk and subsequent costs to the business 
if the amount of testing were to be reduced. 
This information can then be used to provide the 
organization with an informed basis of decision and 
effective ways to: 
• Estimate the testing budget/spend. 
• Spend more efficiently for future projects. 
• Potentially reduce the overall costs of testing, realizing 
maximum value. 
• Reduce total development and production support 
costs. 
     During individual projects, project metrics can be 
compared with accumulated experience to provide an 
early indication of quality levels and the accuracy of 
estimates. This in turn enables effective management 
and cost control at a project management level.  
     In section 2, basic considerations of Software Testing 
Metrics Framework (STMF) and some commonly used 
testing metrics and where in testing process they apply 
are described. Finally in section 3, some concluding 
remarks are given. 
 
2 Why metrics specific to SW Testing are 

essential 
Software measurement is a challenging but essential 
component of a healthy and highly capable software 
engineering culture. In this article, we describe some 
basic software measurement principles and suggest 
some metrics that can help you understand and improve 
the way your organization operates i.e. Software 
Testing Metrics Framework (STMF). Plan your 
measurement activities carefully because they can take 
significant effort to implement and the payoff will come 
over time. Software projects are notorious for running 
over schedule and budget, yet still having quality 
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problems. Software measurement lets you quantify your 
schedule, work effort, product size, project status, and 
quality performance. If you don’t measure your current 
performance and use the data to improve your future 
work estimates, those estimates will just be guesses. 
Because today’s current data becomes tomorrow’s 
historical data, it’s never too late to start recording key 
information about your project. You can’t track project 
status meaningfully unless you know the actual effort 
and time spent on each task compared to your plans. 
You can’t sensibly decide whether your product is 
stable enough to ship unless you’re tracking the rates at 
which your team is finding and fixing defects. You 
can’t quantify how well your new development 
processes are working without some measure of your 
current performance and a baseline to compare against.  

 
Fig. 1 Major components used for STMF definition 
 

 This consists of five parts: 
2.1 Major components used for STMF 
definition  

Specific – Is the goal specific?  Even for developers and 
testers working on the project, a percentage and 
timeframe should quantify the words “reduce” and 
“failures”.   

Metrics help you better control your software projects 
and learn more about the way your organization works. 
Specifically, the measurements described in this paper 
first answers the question of whether Software Testing 
is "doing the right thing" (effectiveness).  Once there is 
assurance and quantification of correct testing, metrics 
should be developed that determine whether or not 
Software Testing "does the thing right" (efficiency) as 
we did during M&S of Optimized Software Testing 
model which combine Risk Management and Earned 
Value Management called RBOST [10]. You can 
measure many aspects of your software products, 
projects, and processes. The trick is to select a small 
and balanced set of metrics that will help your 
organization track progress toward its goals. Major 
components (depicted in Fig. 1) of proposed Software 
Testing Metrics Framework are: 1) The Goal Question 
Metric (GQM) process, created by Victor Basili and his 
colleagues at the University of Maryland, is a good 
place to begin targeting the specific measurement needs 
of an organization [6,7], 2) Balanced Scorecard (BSC) 
that ensures set of measures providing coverage of all 
elements of performance and avoid hidden trade-offs 
and 3) Process Model Performance measures that are 
most meaningful with respect to selected areas of 
performance, prefere outcome then output measures 
over process and input measures.  

Measurable – Can the goal be gauged in comparison to 
other data?  In this example, the answer appears to be 
“yes”.  What is lacking is why this quantity is being 
measured?  What decisions are being made?  What 
conclusions can be drawn?  It is important to consider 
questions like these when refining goals.   
Attainable – Is there agreement that this goal is 
achievable?  Has consensus from the rest of the team 
been obtained?  Are resources allocated to work on the 
goal?  
Relevant – Is the goal impractical or imprecise?  Is the 
goal scaled in the proper perspective?  Is the goal 
within the scope of what you are responsible for and 
expected to accomplish? 
Time-limited – Does the goal have a specific start and 
end date?  Is there time in the project schedule allocated 
toward collecting data and tracking progress toward the 
goal?  In the example above, this is not the case.   
In addition to “SMART”, every valid goal should 
represent a “stretch”.  In other words, achievement of 
the goal is not something that will be accomplished 
without effort and focus.  When the organization reaches 
the goal, there will be agreement that improvement has 
definitely occurred. For each of the fundamental issues 
there are key questions that the project manager must 
periodically ask to ensure that the project remains on 
course and under control.  To answer these questions, 
specific categories of measurement data must be 
available to the project manager.  The issues, key 
questions related to each issue, and categories of 
measures necessary to answer the questions are show in 
Table 1. 

The main emphasis of GQM is goal directed 
measurement.  An organization usually starts with 
generic goals that must be refined.  For example, 
“Reduce the number of failures found on a project”.  
This is certainly a goal, but is it well enough refined?  
One technique to further refine goals, making them 
specific enough that they are applicable to the direction 
of the organization, is the SMART technique.     
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Table 1. The issues, key questions related to each issue, and categories of measures 
 

Issue Key Questions Measurement Category 
1.  Schedule & 
Progress 

Is the project meeting scheduled 
milestones? 
How are specific activities and products 
progressing? 
Is project spending meeting schedule 
goals? 
Is capability being delivered as scheduled? 

1.1  Milestone Performance 
 
1.2  Work Unit Progress 
 
1.3  Schedule Performance 
 
1.4  Incremental Capability 

2.  Resources & Cost Is effort being expended according to plan? 
Are qualified staffs assigned according to 
plan? 
Is project spending meeting budget 
objectives? 
Are necessary facilities and equipment 
available as planned? 

2.1  Effort Profile 
2.2  Staff Profile 
 
2.3  Cost Performance 
 
2.4  Environment Availability 
 

3.  Growth & Stability Are the product size and content changing? 
Are the functionality and requirements 
changing? 
Is the target computer system adequate? 

3.1  Product Size & Stability 
3.2  Functional Size & 
Stability 
3.3  Target Computer 

Resource   Utilization 
4.  Product Quality Is the software good enough for delivery? 

Is the software testable and maintainable? 
4.1  Defect Profile 
4.2  Complexity 

5.  Development / 
Testing 
Performance 

Will the developer be able to meet budget 
and schedules? 

Is the developer efficient enough to meet 
current commitments? 
How much breakage to changes and errors 
has to be handled? 

5.1  Process Maturity 
 
5.2  Productivity 
 
5.3  Rework 

6.  Technical 
Adequacy 

Is the planned impact of the leveraged 
technology being realized? 

6.1  Technology Impacts 
 

 
2.2 Basic software testing process metrics 
By focusing data collection activities on measurement 
categories that answer the key issue questions the 
project can minimize resources devoted to the 
measurement process. Among many Goals and 
Problems identified in former SDP/STP, before  IOSTP 
deployment [8,9], our focus for STP improvement for 

demonstration purpose in this paper were issues - 
Development/Testing Performance and Product Quality 
i.e. only to these sampled issues, key questions related to 
each issue, and categories of measures necessary to 
answer the questions are show in Table 2 to 6 and some 
graphical presentations in figures 2 to 4. 

 
Table 2. Key questions related to each issue, and categories of measures 

4.  Product Quality Is the software good enough for 
delivery? 

4.1  Defect Profile 

5.  Development / Testing 
Performance 

Is the developer efficient enough 
to meet current commitments? 

5.2  Productivity 
 

 
Measuring the impact and consequences of problems 
that arise during testing is a critical step in the process. 
This should include analysis of collected measurements 
and calculated metrics to find out how much of the 
software is affected by a given problem, at what point 
during testing a problem was found, and what kinds of 
problems regression tests are attempting to uncover. 
The idea is to generate questions about the goal that 
will lead to specific metrics.  A few questions to 
consider are: 

- Is this project similar enough to the previous project 
that this type of comparison makes sense? 

- What are the causes of critical defects? 
- What data about duration testing indicates that 20% 

more critical failures can be found using these 
techniques? 

- In the last product, what was the percentage of 
“critical” failures found, for the corresponding time 
period, as compared to the total?  
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- How many critical defects are expected for the same 
period on the next project? 

- What duration test suite is appropriate for this 
project? 

- Does duration testing enable finding a higher 
percentage of critical defects than regular testing? 

Once a list of valid questions are created, measurements 
are generated. When considering metrics, it is often 
helpful to list the raw data that must be collected. This 
raw data is sometimes referred to as “primitive 
metrics”. In this example, some important raw data is: 
- Number of critical defects with a severity level of 

three and four. 
- Time in duration testing. 
- Total number of defects found in duration testing 

time period. 
- Number of critical defects found on the last project 

for the corresponding time period. 
- Number of total defects on last project for the 

corresponding time period. 
 
Table 3. Measurement Category and Specific Measures 

 
Once the raw data is defined, more complex, or 
“computed” metrics are generated based on 
combinations of primitive metrics. 
 

 
Fig. 2 Typical Distribution of Bugs 
 
Deriving measurements from raw data and translating 
that data into something useful to managers and/or 
developers is essential in tracking real progress towards 
a goal. Important computed metrics in this example are: 

- Number of critical failures found in duration testing 
time period / Total number of failures found in 
duration testing time period. 

- Number of critical failures (severity 3&4) found in 
corresponding time period on previous project /                       
Total number of failures found in corresponding 
time period on previous project. 

 

 
Fig. 3 Typical Distribution of Effort to Fix Bugs 

 
After collection and analysis phase statistical methods 
and tools are used to identify and confirm root causes of 
defects. Not only must analysis of the data be 
performed, but also an in depth analysis of the process to 
ensure an understanding of how the work is actually 
being done must be performed to identify 
inconsistencies or problem areas that might cause or 
contribute to the problem. Deliverables of this phase are: 
data and process analysis, root cause analysis, 
quantifying the gap/opportunity and checkpoints for 
completion is to identify gaps between current 
performance and the goal performance. 
 

 
Fig. 4 Typical time to Fix Bugs vs severity levels 
 
Root Cause Analysis should be done to: 
• Generate list of possible causes (sources of variation). 
• Segment and stratify possible causes (sources of 
variation). 
• Prioritize list of 'vital few' causes (key sources of 
variation). 
• Verify and quantify the root causes of variation. 

         

Measurement 
Category 

Specific Measures 

4.1  Defect Profile 4.1.1  Problem Report Trends 
4.1.2  Problem Report Aging 
4.1.3  Defect Density 
4.1.4  Failure Interval 
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Table 4. Focus question and specific measure 
4   PRODUCT QUALITY 
Are difficult problems being deferred? 4.1.2   Problem Report Aging 
Are reported problems being closed in a timely manner? 4.1.2   Problem Report Aging 
Do report arrival and closure rates support the scheduled completion 
date of integration and test? 

4.1.1   Problem Report Trends 

FOCUS QUESTION SPECIFIC MEASURE 

How long does it take to close a problem report? 4.1.2   Problem Report Aging 
How many problem reports are open?  What are their priorities? 4.1.1   Problem Report Trends 
How many problems reports have been written? 4.1.1   Problem Report Trends 
How much code is being reused? 4.2.6   Depth Of Inheritance 
How often will software failures occur during operation of the 
system? 

4.1.4   Failure Interval 

How reliable is the software? 4.1.4   Failure Interval 
What components are candidates for rework? 4.1.3   Defect Density 
What components have a disproportionate amount of defects? 4.1.3   Defect Density 
What components require additional testing or review? 4.1.3   Defect Density 
What is the program’s expected operational reliability? 4.1.4   Failure Interval 
What is the quality of the software? 4.1.3   Defect Density 

 
In order to quantify the Gap/Opportunity answering the 
questions:  
• What is the cost of poor quality as supported by the 
team's analysis? 
• Is the process severely broken such that a re-design 
is necessary? 
• What are the revised rough order estimates of the 
financial savings/opportunity for the improvement 
project? 
• Have the problem and goal statements been updated 

to reflect the additional knowledge gained from the 
analyze phase? 

• Have any additional benefits been identified that 
will result from closing all or most of the gaps? 
• What were the financial benefits resulting from any 
'ground fruit or low-hanging fruit' (quick fixes)? 

• What quality tools were used to get through the 
analyze phase? 
 
Table 5. Measurement Category and Specific Measures 

Measurement Category Specific Measures 
5.2  Productivity 5.2.1  Product Size/Effort Ratio  

5.3.2  Functional Size/Effort    
Ratio 

5.8.1  Tracking Defect 
Containment 

 
In proposed STMF our focus is on software Error and 
Defect Root Cases Analysis applying Defect 
Classification scheme as described in our paper about 
Software Testing Process Improvement to achieve a 
high ROI of 100:1 [7]. 

 
Table 6. Focus question and specific measure 

FOCUS QUESTION 
SPECIFIC MEASURE 

How efficiently is software being produced? 5.2.1   Product Size/Effort Ratio 
What is Phase Defect Detection effectiveness? 5.8.1.1   Phase Containment Effectiveness 
What is Defect Escape effectiveness? 5.8.1.2   Defect Containment Effectiveness 
What is Post-Released Defect number? 5.8.1.3   Total Containment Effectiveness 
How much effort was expended on fixing defects in the software 
product? 

5.3.2   Rework Effort 

Is product being developed at a rate to be completed within 
budget? 

5.2.1   Product Size/Effort Ratio 

Is the amount of rework impacting cost or schedule? 5.3.2   Rework Effort 
Is the amount of rework impacting the cost and schedule? 5.3.1   Rework Size 
Is the planned software productivity rate realistic? 5.2.1   Product Size/Effort Ratio 
What software development activity required the most rework? 5.3.2   Rework Effort 
What was the quality of the initial development effort? 5.3.1   Rework Size 

This information is needed to monitor the overall 
progress of the software through testing and to make  

informed decisions about software release. Once initial 
measurements are defined using the GQM paradigm, it 
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is essential to verify that the metrics align with the 
departments (teams) that make up the organization. So 
by combining all of the different perspectives of 
schedule, functionality, code, and problem resolution, it 
is possible to understand and manage software testing, 
rather than treating it as a black box as we explained in 
our paper of proposed STMF, Part 2 [12]. 

3 Conclusion 
Although it is important to measure the quality of the 
product under development, it is equally important to 
measure the effectiveness and efficiency of Software 
Testing itself as an activity – not a service. We proposed 
basic metrics of key software testing activities and 
artifacts in development processes that can be 
objectively measured, according to ISO 15939 – 
Software Measurement and SEI CMMI-
SE/SW/IPPD/SS product suit [1-3] as a foundation for 
enterprise wide improvement of Integrated and 
Optimized Software Development / Testing Pocess 
(IOSTP) [7-11] i.e. Software Testing Metrics 
Framework (STMF). Specifically, the measurements 
described in this paper first answers the question of 
whether Software Testing is "doing the right thing" 
(effectiveness).  Once there is assurance and 
quantification of correct testing, metrics should be 
developed that determine whether or not Software 
Testing "does the thing right" (efficiency). By 
measuring effectiveness and efficiency, a Software 
Testing organization can better communicate its own 
importance using factual information. Often, there are 
early warning signs that testing is going to have 
problems. These show up in the details of the analysis 
and design phases of the tests themselves. They appear 
in the form of incomplete or deferred work due to 
missing information, improperly managed problems 
recorded against key functionality, and other "small" 
indicators accumulating over time. If these indicators are 
spotted far enough ahead of time by managers, 
developers, and the testers themselves, work can be 
done to head problems off while they are still small. 
This in turn ensures that the testing group is better 
prepared for the software and that the software is better 
prepared for testing. Measuring the impact and 
consequences of problems that arise during testing is a 
critical step in the process. So by combining all of the 
different perspectives of schedule, functionality, code, 
and problem resolution, it is possible to understand and 
manage software testing, rather than treating it as a 
black box. 
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