Comparative Study of blocking mechanisms for Packet Switched Omega Networks
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Abstract: Omega Networks are a famous subclass of blocking Multistage Interconnection Networks (MINs). They have been recently identified as an efficient interconnection network for a switching fabric of communication structures such as gigabit ethernet switch, terabit router, and ATM switch. Interconnection network performance is also a key factor when constructing multiprocessor systems. In this paper we are interested in studying the influence of the blocking mechanisms on the main performance parameters of a typical 8x8 Omega Network with finite buffer size queues. We investigate the packet loss probability, the throughput and the latency of an Omega Network using both the Back-pressure and the Block-and-lost blocking Models respectively. This study can be used in future in order to analyse the performance of an actual MIN, where lost packets are resubmitted in the MIN.
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1 Introduction

Multistage Interconnection Networks (MINs) with the Banyan property as Omega Networks are proposed to connect a large number of processors to establish a multiprocessor system. They are also used as interconnection networks in Gigabit Ethernet and ATM switches. Non-Banyan MINs, are in general, more expensive than Banyan networks and more complex to control. There is a great interest about Switching Systems and especially for self-routing systems called Banyan Switches. Thus, MINs have received considerable interest in the development of networks. The main parameter is their low cost, taking into account the performance they offer. The performance of MINs has a direct effect in the overall performance of communication between networks. It can be investigated either by time-consuming simulations or approximated by mathematical models.

During the last several decades, a number of studies and approaches have been published. Hsiao [3] and Theimer [10] studied MINs with uniform load traffic on inputs. Merchant [7] and Zhou [16] used Markov chains in order to approximate the behavior of them under different buffering schemes. Hot spot traffic performance was also examined by Jurczyk [4] and Turner [11] deals with multicast in Clos networks as a subclass of MINs. Yang [15] approximated their behavior using mathematical methods. Group communication in circuit switched MINs was investigated by applying Markov chains as a modeling technique. Moreover, Merchant calculated the throughput of finite and infinite buffered MINs under uniform and non uniform traffic. Atiquzzaman [1, 2] focused only on non uniform arriving traffic schemes. Kleinrock [6] discusses approaches that examine the case of Poison traffic on inputs of a MIN. Rehrmann [9] makes an analysis of communication throughput of single-buffered multistage interconnection networks consisting of 2X2 switches with maximum arrivals of packets, using relaxed blocking model. Furthermore, there are studies that deal with self-similar traffic on inputs.

In this paper, our analysis focused on the performance of Omega Networks. They were defined first by Lawrie [5] and they are a subset of the Delta Networks family proposed by Patel [8], which is a bit-controlled interconnection networks family. The Omega differs from the Delta Network in the pattern of interconnections between the stages. Omega Networks use the “perfect shuffle” algorithm for destination routing. In our study, we evaluate their performance under different size internal queuing configurations using the Back-pressure and the Block-and-lost blocking Models respectively. Based on the blocking mechanism, when a packet meets the next buffer po-
sition occupied then it cannot be routed and is thus either blocked (Back-pressure Model) or lost (Block-and-lost Model). At first we present and analyze a typical 8x8 Omega Network. Then, we explain the performance criteria and parameters of this. Finally we present the results of our simulation experiments and provide the concluding remarks.

2 Analysis of an Omega Network

A MIN can be defined as a network used to interconnect a group of \(N\) inputs to a group of \(M\) outputs using several stages of small size Switching Elements (SEs) followed (or leaded) by link states. It is usually defined by, among others, its topology, routing algorithm, switching strategy and flow control mechanism. They are typical multistage self-routing switching fabrics. That means, every SE that accepts a packet in one of its input ports can decide in which of its output ports to forward this packet depending only on the destination address of it. Thus, every SE of stage \(k\) can decide in which output port to send it based on the \(k^{th}\) bit of the destination address. If this bit is 0, then the packet is forwarded to the upper output port and if the bit is 1 packet is forwarded to the lower output port. They are also characterized by the property that there is exactly one path from any input to any output. An Omega MIN of dimension \(N \times N\) is constructed by \(n = \log_c N\) stages of \(c \times c\) SEs where \(c\) is the degree of them. A SE consists of \(c\) input ports and \(c\) output ports and there are exactly \(\frac{N}{c}\) SEs at each stage. So, the total number of SEs of a MIN is \(\frac{N}{c} \log_c N\) and there are \(N \log_c N\) interconnections among all stages, as opposed to the crossbar network which requires \(O(N^2)\) SEs and links. In this paper we study a typical 8X8 Omega MIN that consists of 2X2 SEs. A configuration of a typical 8X8 Omega MIN with finite buffer size queues is shown below. It is assumed to operate under the following conditions:

- The network clock cycle consists of two phases. In the first face flow control information passes through the network from the last stage to the first stage. In the second phase packets flow from one stage to the next in accordance with the flow control information.
- A typical 8X8 Omega Network consists of 2X2 SEs (2-input ports and 2 output ports). It has the ability to accept packets in every input port and send packets randomly to one of two output ports. It also operates with switching packets and static routing. The messages are transferred as simple cells and the route is based on
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\(k^{th}\) bit of the destination address for each stage \((k = 0, 1, 2)\) of the MIN.

- The arrival process of each input of the network is a simple Bernoulli process, i.e., the probability that a packet arrives within a clock cycle is constant and the arrivals are independent of each other.
- Each SE has the ability to send only one packet to the next stage queues in a time cycle. The packets are uniformly distributed across all the destinations and each queue uses a FIFO policy for all output ports.
- When two packets in the \(k^{th}\) stage contend for the same buffer in the \(k + 1^{th}\) stage and there is not adequate free space for both of them to be stored, there is a conflict. In this case, one of them will be accepted at random and the other will be rejected by means of upstream control signals. When a MIN uses the mechanism of the Back-pressure blocking the rejected packet stays in a buffer of \(k^{th}\) stage and would have to try to make request again in the next time slot. On the other hand, when a MIN uses the mechanism of Block-and-lost blocking the rejected packet is discarded.
- Finally, all packets in input ports contain both the data to be transferred and the routing tag. In order to achieve synchronously operating SEs, the MIN is internally clocked. As soon as packets reach a destination port they are removed from
the MIN. Thus, packets cannot be blocked at the last stage.

3 Performance evaluation methodology and parameters

In order to evaluate the performance of an $N \times N$ MIN with $n = \log_c N$ intermediate stages of $c \times c$ SEs, we use the following metrics. Let a relatively large time divided into $v$ discrete time intervals $(1\tau, 2\tau, \ldots, v\tau)$.

- **Packet loss probability** ($p_\ell$) is the probability of lost packets at any stage of the MIN. Implementations based on the Back-pressure Model have lost packets only on inputs. On the other hand, when a MIN uses the mechanism of Block-and-lost blocking Model there are also lost packets at all intermediate stages except last. Formally, $p_\ell$ can be expressed by

$$p_\ell = p_\ell(i) + \sum_{k=0}^{n-2} p_\ell(k)$$

where $p_\ell(i)$ denotes the packet loss probability on inputs and $p_\ell(k)$ denotes the packet loss probability on a queue of the $k^{\text{th}}$ intermediate stage of a $n$-stage MIN (there is no blocking on last stage $n-1$).

- **Average throughput** ($T_{\text{avg}}$) is the average number of packets accepted by destinations per network cycle. This metric is also referred as **bandwidth**. Formally, $T_{\text{avg}}$ can be defined as

$$T_{\text{avg}} = \lim_{v \to \infty} \frac{\sum_{i=1}^{v} n(i)}{v}$$

where $n(i)$ denotes the number of packets that reach their destinations during the $i^{\text{th}}$ time interval $\tau$.

- **Normalized throughput** ($T$) is the ratio of the average throughput $T_{\text{avg}}$ to network size $N$

$$T = \frac{T_{\text{avg}}}{N}$$

- **Average latency** ($L_{\text{avg}}$) is the average number of network cycles a packet needs to arrive to its destination. Formally, $L_{\text{avg}}$ can be expressed by

$$L_{\text{avg}} = \lim_{v \to \infty} \frac{\sum_{i=1}^{v} t(i)}{v_a}$$

where $v_a$ denotes the total number of packets accepted by destinations into $v$ time intervals and $t(i)$ represents the total number of network cycles the $i^{\text{th}}$ packet to arrive to its destination. We consider $t(i) = tw(i) + tr(i)$, where $tw(i)$ denotes the total number of network cycles for $i^{\text{th}}$ packet waiting at any stage for the availability of an empty buffer at the next stage of the network. The second term $tr(i)$ denotes the total number of network cycles needs the $i^{\text{th}}$ packet to be transmitted to its destination without any queuing delay, that is just $n\tau$, where $\tau$ is the network cycle of a $n$-stage network.

- **Normalized latency** ($L$) is the ratio of the $L_{\text{avg}}$ to the minimum latency, which is simply the total number of network cycles needs a packet to be transmitted to its destination, that is just $n\tau$. Formally, $L$ can be defined as

$$L = \frac{L_{\text{avg}}}{n\tau}$$

The following parameters affect the **loss probability**, the **throughput** and the **latency** of a MIN.

- **Probability of arrivals** ($\lambda$) is the steady-state fixed probability of arriving packets at each queue on inputs. In our simulation $\lambda$ is assumed to be $\lambda = 0.1, 0.2, \ldots, 0.9, 0.99$.

- **Buffer size** ($\beta$) is the maximum number of packets that a buffer of a SE can hold. In our case $\beta$ is assumed to be $\beta = 0, 2, 8$. At first we analyzed the behavior of an unbuffered SE. Then we chose to investigate SEs with buffer size $\beta = 2$, that is sufficient for medium traffic loads [14]. Finally, we considered setups with buffer size $\beta = 8$, since network throughput is better exploited, while latency can be tolerated.

4 Mathematical Model for the loss probability on inputs

The packet loss probability $p_{\ell}(i)$ on inputs of an unbuffered Omega MIN using the mechanism of Block-and-lost blocking Model is given by binomial distribution. Let $a$ be the random variable denoting the count of arrivals of packets at the end of a network cycle on a queue of a $c \times c$ SE at the first stage of the MIN.

$$x_{c,a} = \left\{ \begin{array}{ll} \binom{c}{a} \left( \frac{\lambda}{c} \right)^a \left( 1 - \frac{\lambda}{c} \right)^{c-a} & \text{for } 0 \leq a \leq c \\ 0 & \text{otherwise} \end{array} \right.$$

$$\text{(6)}$$
When two packets arrive on the same unbuffered SE of a MIN at the end of a network cycle then one gains the buffer and the other is discarded. Consequently, $p_\ell(i)$ can be defined as

$$p_\ell(i) = x_{2,2} = \lambda^2 / 4$$ (7)

where $\lambda$ is the steady-state fixed probability of arrivals of packets on inputs. In this case, validity of the mathematical model for the packet loss probability $p_\ell(i)$ was tested by comparing the results of the above equation (7) with those of simulation experiments which were found to be in close agreement (within 1%).

5 Simulation and performance results

The performance of MINs is usually determined by modeling, using simulation [13] or mathematical methods [12].

5.1 Simulation and performance results

In our study we implemented two simulators for an 8X8 Omega Network using internal FIFO queuing configurations with non-shared buffers: one with the mechanism of Back-pressure blocking and the other with the mechanism of Block-and-lost blocking Model.

We performed extensive simulations to validate our results. Especially, in the case of unbuffered MINs using the mechanism of Block-and-lost blocking, the results of packet loss probabilities on inputs were also validated by equation (7). The number of simulation runs was adjusted to ensure a steady-state operating condition for the MIN. In this paper, we present the results of simulation experiments in accordance with the parameters which were defined in section 3.

Figure 2 presents the packet loss probability as defined by equation (1). We notice here that the packet loss probability of a MIN using the mechanism of the Back-pressure blocking Model is lower than using the mechanism of the Block-and-lost Model.

Figure 3 illustrates the variation of normalized throughput as defined by equation (3). We notice here that normalized throughput of a MIN using the mechanism of the Back-pressure blocking Model is higher than using the mechanism of the Block-and-lost Model. We also notice that throughput is not satisfactory for ($\beta = 0$) for both configuration setups.

Figure 4 presents the normalized latency as defined by equation (5). We notice here that normalized latency of a MIN using the mechanism of the Block-and-lost Model is lower than using the Back-pressure Model. We also notice that normalized latency is very high for ($\beta = 8$) for both configuration setups.

6 Conclusion

In this paper, we used simulations for Omega Networks in order to study the effect of blocking mechanisms on their performance. The simulations yielded performance measures such as packet loss probabilities, throughput and latency for Omega Networks.
We noticed that, all values of performance parameters were increasing as the values of arrivals of packets on inputs were increasing. In our study, we analyzed two major groups of performance parameters: parameters to be maximized as throughput and parameters to be minimized as packet loss probabilities and latency of MINs. In the case of packet loss probabilities and throughput, the mechanism of Back-pressure blocking Model seems to be better than the mechanism of Block-and-lost blocking Model. On the other hand, the mechanism of the Block-and-lost blocking Model produces lower (better) values for latency. We also noticed that the use of buffers in front of SEs decreases the values of packet loss probabilities and increases the throughput of MINs. On the other hand, large-sized buffer configurations produce higher values for latency, especially under very heavy traffic.

Our contribution in analysis of a typical Omega Network using different blocking mechanisms can be used in analysis of several types of networks in order to study the performance of transport packets from network to network via multistage switches. This study can also be used in future in order to analyze the performance of an actual MIN, where lost packets are resubmitted in the MIN.
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