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Abstract: - Keystroke biometrics authentication system is based on a password and keystroke biometric features 

captured when a user is typing in the password. The system offers a higher level of security and convenience for 

computers. The system does not require additional hardware as it can be used with any existing keyboard, making it 

relatively inexpensive and fairly unobtrusive to the user. There have been existing research publications on keystroke 

biometrics authentication that have solved problems in selecting appropriate keystroke features and modeling users. 

However methods for calculating score to reduce authentication error are not taken into account. Therefore we propose 

to use Markov modeling and fuzzy set theory-based normalization methods for keystroke biometrics authentication 

that can reduce both false rejection and false acceptance rates. Experiments showed better performance for the 

proposed methods. 
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1   Introduction 
The process of verifying the identity of a user is known 

as user authentication. Authenticators can be passwords, 

biometric identification such as voiceprint and signature, 

and physical identification such as passport and credit 

card [1]. Passwords are excellent authenticators, but they 

can be stolen if recorded or guessed. Biometrics are 

useful to establish authenticity and for non-repudiation 

of a transaction, wherein a user cannot reject or disclaim 

having participated in a transaction [2]. However, 

biometrics can be counterfeited, so they cannot ensure 

authenticity or offer a guaranteed defense against 

repudiation. It is a good approach that different types of 

authenticators should be combined to enhance security 

and performance [3, 1]. A very good combination is a 

user authentication system which is based on a password 

and keystroke biometric features captured when the user 

is typing in the password. This user authentication 

system will operate on standard computers providing a 

high level of security. The system does not require 

additional hardware as it can be used with any existing 

keyboard, making it relatively inexpensive and fairly 

unobtrusive to the user [4]. There have been existing 

research publications on keystroke biometric-based user 

authentication, for example, Gaines et al. [5] in 1980, 

Leggett et al. [6] in 1991, Obaidat and Sadoun [7] in 

1997, Yu and Cho [8] in 2003, Mandujano and Soto [9] 

in 2004, Hocquet et al. [10] in 2005, Villani et al. [11] 

and Chang [12] in 2006. These research works have 

solved problems in selecting appropriate keystroke 

features and modeling users based on those selected 

keystroke features.  

     However, the main requirements for a user 

authentication system are that the system should be fast 

for real-time processing, efficient, requires minimum 

storage, and robust against textual errors. Therefore we 

propose Markov modeling and fuzzy normalization 

methods to obtain these requirements. A password typed 

in using a computer keyboard is considered as a 

sequence of key characters consisting of letters, digits, 

common characters such as comma and semicolon, and 

invisible characters such as Shift key, and Ctrl key. The 

occurrences of key characters in a password can be 

regarded as a stochastic process and hence the password 

can be represented as a Markov chain where key 

characters are states. The occurrence of the first key 

character in the password is characterized by the initial 

probability of the Markov chain and the occurrence of 

the other key character given the occurrence of its 

previous key character is characterized by the transition 

probability. The initial and transition probabilities for 

the Markov chain representing the password are 

calculated and the set of those probabilities is regarded 

as a Markov model for that password.  

     We also propose a new fuzzy approach to 

normalization methods for keystroke biometrics 

authentication. For an input keystroke feature sequence 

and a claimed identity, a claimed user’s score is 

calculated and compared with a given threshold to 

accept or reject the claimed user. Considering the user 

authentication problem based on fuzzy set theory, the 

claimed user’s score is viewed as a fuzzy membership 

function. Fuzzy entropy, fuzzy c-means and noise 

clustering membership functions are proposed as fuzzy 

membership scores, which can overcome some of the 
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problems of ratio-type scores and reduce the false 

acceptance rate. Experiments were performed to 

evaluate proposed normalization methods for keystroke 

biometrics authentication and showed better results for 

the proposed methods. 

 

2   Observable Markov Model 
 

2.1 Keystrokes Biometric Features 
For each key on a computer keyboard which is pressed 

then released, key features extracted are as follows: key 

character, key code, time at which the key is pressed, 

time duration when the key is pressed until it is released, 

and time duration between the previous key is pressed 

and the current one is pressed. 

 

Fig. 1. Keystroke biometric feature extraction. 

For example, Table 1 shows keystroke features for 

the word “University” typed by a user.  
 

Table 1. Keystroke biometric features extracted for the word 

“University”. Times are in seconds. 

 
Key 

characte

r 

Key 

Cod

e 

t ∆t1 ∆t2 

(Shift 

key) 

16 0.0000

0 

0.5156

3 

0.0000

0 

U 85 0.3125

0 

0.1093

8 

0.3125

0 

n 78 0.7187

5 

0.0781

3 

0.4062

5 

i 73 1.0312

5 

0.0937

5 

0.3125

0 

v 86 1.4062

5 

0.1093

8 

0.3750

0 

e 69 1.6875

0 

0.1718

8 

0.2812

5 

r 82 1.9687

5 

0.1093

8 

0.2812

5 

s 83 2.3593

8 

0.1406

3 

0.3906

3 

i 73 2.7031

3 

0.0937

5 

0.3437

5 

t 84 2.9843

8 

0.1093

8 

0.2812

5 

y 89 3.2187

5 

0.0781

3 

0.2343

7 

  

 A keystroke feature vector is of the form (key 

character, key code, x), where x = (t, ∆t1, ∆t2). A 

keystroke feature vector sequence is generated after a 

word is typed. We collected two separate sets of 

keystroke feature vector sequences. The first set was 

used as a training set which contained 400 sequences 

typed by 40 users, 20 female and 20 male. Each user 

repeated the same text “University of Canberra” 10 

times. The second set was the authentication set which 

contained 200 sequences typed by the same 40 users 

using the same text repeated 5 times. 

 

2.2 Observable Markov Model 
The key code sequence was considered as the Markov 

state sequence. Since this sequence was not hidden so 

the model was called observable Markov model. 

     Let )...( 21 TsssS = , }...{ 21 TxxxX = , },...,,{ 21 KvvvV = , 

and },...,,{ 21 MλλλΛ =  be a state sequence, an 

observation sequence, a set of symbols and a set of user 

models, respectively. The compact notation 

},,{ BAπλ =  indicated the complete parameter set of a 

user model where   

1. }{ iππ = , )( 1 isPi ==π : the initial state 

distribution, i = 1, …, N, where N was the number 

of states; 

2. }{ ijaA = , ),|( 1 λisjsPa ttij === − , i, j = 1, …, N,  t 

= 2, …, T: the state transition probability 

distribution, and 

3. )}({ kbB j= , ),|()( λjsvxPkb tktj === , j = 1, …, 

N, k = 1, …, K, t = 1, …, T: the observation 

probability distribution, denoting the probability 

that an observation xt  was generated in state j. 

 

The state probabilities were calculated as follows 

 

1=iπ   if    i = i*  and 0=iπ  if    i ≠ i*       (1) 
 

∑
=

=
N

s
isijij nna

1

     (2) 

 

where nij denoted the number of pairs of state i followed 

by state j observed in the keystroke sequences. Note 

that the following properties are still held 

 

1

1

=∑
=

N

i
iπ  1

1

=∑
=

N

j
ija   (3) 

  

The observation probability was calculated as follows 

 

∆t1 ∆t2 

tb 

key a 

pressed pressed released released 

key b 

ta 
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where 

 

     ),|,(),( 1 λξ XjsisPji ttt === +     (5) 

 

The set of symbols },...,,{ 21 KvvvV =  was the set of 

codewords in a codebook obtained by applying a vector 

quantization method to the set of keystroke sequences 

}...{ 21 TxxxX = , where x = (t, ∆t1, ∆t2). In our 

experiments, the number of symbols K was set to the 

number of states N and there was a codeword per state. 

     The probability )|( λXP  was then calculated as 

follows 

 

    ∑=
Sall

SPSXPXP
 

)|(),|()|( λλλ  

    ∑ ∏
=

−
=

Sall

T

t
tsss xba

ttt
 1

)(
1

       (6) 

 

 

3   Keystrokes Biometric Authentication 
For a given input keystroke sequence X and a claimed 

identity, let λ0 be the claimed user model and θ be a 
predefined decision threshold. The simplest decision 

making method is to use the absolute likelihood score as 

follows  





≤

>
=

0

0
0

         

       
)|( )(

λθ

λθ
λ

reject

accept
XPXS  (7) 

 

where )(XS  is referred to as the similarity score of the 

given keystroke sequence X. This score is strongly 

influenced by variations in the input keystroke sequence 

such as the typing speed, keyboard type (laptop or 

desktop) and keyboard quality. It is very difficult to set a 

common decision threshold to be used over different 

users. This drawback is overcome to some extent by 

using normalisation. Figure 2 presents a typical user 

authentication system.   
 

 

Fig. 2. A typical keystroke biometrics-based user 

authentication system. 

In statistical approach, the authentication problem is 

usually formulated as a problem of statistical hypothesis 

testing [13]. Let λ be a model representing all other 

possible users, i.e. impostors. The problem formulation 

is to test the null hypothesis H0: X is from the claimed 

user λ0, against the alternative hypothesis H: X is from 

the impostors λ. If the probabilities of both the 

hypotheses are known exactly, according to Neyman-

Pearson's Lemma, the optimum test to decide between 

these two hypotheses is a likelihood ratio test given by 
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   (8) 

 

However, in any practical authentication problem, it 

is impossible to obtain the exact probability density 

functions for either the null hypothesis or the alternative 

hypothesis. A parametric form of the distribution under 

each hypothesis is assumed to estimate these probability 

density functions. Let )|( 0λXP and )|( λXP be the 

likelihood functions of the claimed user and impostors, 

respectively. The similarity score is calculated as 

follows 

 





≤

>
=

0

00

         

       

)|(

)|(
 )(
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XP
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θ

θ

λ
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  (9) 

 

The denominator )|( λXP  is called the normalization 

term and requires calculation of all impostors' likelihood 
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functions. However when the size of the population 

increases, a subset of the impostor models consisting of 

B “background” user models iλ , Bi ,...,1=  is used [14] 

and is representative of the population close to the 

claimed user.  

Depending on the approximation of )|( λXP  in (9) 

by the likelihood functions of the background model set 

)|( iXP λ , i = 1, …, B, we obtain different normalization 

methods. An approximation used in speaker 

authentication [15] is the arithmetic mean (average) of 

the likelihood functions of B background user models. 

The corresponding score for this approximation is as 

follows 

 

∑
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=
B

i
iXP

B

XP
XS
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0
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)|(
1

)|(
 )(

λ

λ
   (10) 

 

If the geometric mean is used instead of the arithmetic 

mean to approximate )|( λXP , we obtain the 

normalization method [16] as follows 
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4   Fuzzy Normalization Method 
 

4.1 Fuzzy Membership Scores 
Consider the user authentication problem in fuzzy set 

theory [17]. To accept or reject the claimed user, the 

task is to make a decision whether the input keystroke 

feature sequence X is either from the claimed user λ0 or 

from the set of impostors λ, based on comparing the 

score for X and a decision threshold θ. The space of 

input keystroke feature sequences can be considered as 

consisting of two fuzzy subsets for the claimed user and 

impostors. The similarity score means the fuzzy 

membership function, which denotes the degree of 

belonging of an input keystroke feature sequence to the 

claimed user. Accepting (or rejecting) the claimed user 

is viewed as a defuzzification process, where the input 

keystroke feature sequence is (or is not) in the claimed 

user's fuzzy subset if the fuzzy membership value is (or 

is not) greater than the given threshold θ. According to 

this fuzzy set theory-based viewpoint, currently used 

scores might be viewed as fuzzy membership scores 

and inversely, other fuzzy memberships can be used as 

the claimed user's scores.  

     In theory, there are many ways to define the fuzzy 

membership function, therefore it can be said that this 

fuzzy approach proposes more general scores than the 

current likelihood ratio scores for user authentication. 

These are termed fuzzy membership scores, which can 

denote the belonging of X to the claimed user. Based on 

this discussion, both the above-mentioned likelihood-

based scores in (4) and (5) can also be viewed as fuzzy 

membership scores if their values are scaled into the 

interval [0, 1]. The next task is to find more effective 

fuzzy membership scores which can reduce both false 

rejection and false acceptance errors. 

 

4.2 False Rejection Problem 
Consider the false rejections of the claimed user and 

the false acceptances of impostors caused in the current 

likelihood ratio-based scores. A false rejection of the 

claimed user can arise because of the use of the 

background user set. The likelihood values of the 

background users are assumed to be equally weighted. 

However, this assumption is often not true as the 

similarity measures between each background user and 

the claimed user might be different. This drawback can 

be overcome by considering the user authentication in 

fuzzy set theory framework. From fuzzy clustering 

methods, the fuzzy c-means (FCM) membership score 

[18] is proposed as follows 

 

[ ]
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λ

λ
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and the fuzzy entropy (FE) membership score [19]  is 

proposed as follows 

 

[ ]
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where m > 1 and n > 0 control degree of fuzziness and 

degree of fuzzy entropy, respectively. 

     As an extension, a transformation is established to 

relate these fuzzy membership scores to currently used 

likelihood ratio scores. The proposed transformation is 

of the form 

 

[ ]
[ ])|(

)|(
 )(

0

λ
λ

XPf

XPf
XS f =    (14) 

 

where f[P] is a function of P. With f[P] = (–log P)
1/(1 – m)

 

and  f[P] = (P)
1/n

, we obtain the scores in (6) and (7), 

respectively.  

 

4.3 False Acceptance Problem 
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The use of the normalization term can cause false 

acceptances of impostors because of the relativity of the 

ratio-based values. For example, the two ratios of (0.06 

/ 0.03) and (0.000006 / 0.000003) have the same value 

of 2. The first ratio can lead to a correct decision 

whereas the second one is unlikely since both likelihood 

values are very low. This problem can be overcome by 

applying the idea of the well-known noise clustering 

method proposed by Davé [20] in fuzzy clustering, 

where impostors’ keystroke sequences are considered as 

noisy data and thus should have arbitrarily small fuzzy 

membership scores in the claimed user's fuzzy subset. 

This is implemented by simply adding to the 

normalization term a constant membership value ε  > 0, 
which denotes the belonging of all input keystroke 

sequences to impostors' fuzzy subset.   

     The general form of the proposed scores after 

considering the false acceptances and the false 

rejections is proposed as follows 

 

[ ]
[ ]ελ

λ
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=
)|(

)|(
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XPf
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Applying the general form to all proposed scores, we 

obtain the following scores 
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4   Experimental Results 
The Markov modeling method was applied to build 40 

user models. Experiments were performed on 40 users 

using each user as a claimed user with 3 closest 

background users and rotating through all users. The 

total number of claimed test keystroke sequences and 

impostor test keystroke sequences are 400 (40 claimed 

users x 10 test sequences) and 7800 ((40 x 39) 

impostors x 5 test sequences), respectively. Equal error 

rate (false acceptance rate = false rejection rate) results 

are shown in Table 2.  

 
Table 2. Equal error rate (EER) results (%) for verifying 40 

users, where m = 2.0, n = 0.5 and log ε = –31.0 were applied  

 

Similarity 

Score 
User Authentication Error Rate (%) 

 Female Male Average 

S1(X) 17.8 18.8 18.3 

S2(X) 29.5 7.4 18.5 

S3(X) 16.4 4.9 10.7 

S4(X) 20.2 4.6 12.4 

S3εεεε(X) 16.1 1.1 8.6 

S4εεεε (X) 20.0 2.8 11.4 

 

The current normalization method S2(X) produced the 

highest equal error rate (EER) of 18.5% and the 

proposed method S3ε(X) produced the lowest EER of 

8.6%. The table shows that all the proposed methods 

perform better than the current methods. 

 

 

5   Conclusion 
Markov modeling and fuzzy normalization methods 

based on fuzzy set theory for user authentication have 

been presented and evaluated in this paper. Markov 

modeling method provides a simple yet efficient model 

for password modeling. Fuzzy normalization methods 

can provide better similarity scores, which can reduce 

both false acceptance and false rejection errors. The 

normalization method based on fuzzy c-means 

clustering and noise clustering has produced the better 

results than the fuzzy entropy-based method and current 

normalization methods.  
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