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Abstract: - Sequential patterns mining is now widely used in many areas, such as the analysis of e-Learning 
sequential patterns, web log analysis, customer buying behavior analysis and etc. In the discipline of data mining, 
runtime and search space are always the two major issues. In this paper, we had study many previous works to 
analyze these two problems, and propose a new algorithm with more condense structure and faster process to 
find out the complete frequent sequential patterns. 
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1   Introduction 
Sequential Patterns has divers’ applications in many 
field recently. Han and Kamber[17] defined :A 
sequence database consists of sequences of ordered 
elements or events.  And it is one of the most 
important domains of Data Mining. The major 
problem in previous works of this field is that 
generate too many candidates sequences during the 
mining process, which has increase the requirement 
of hardware and system runtime. In this paper we 
propose a new algorithm, Fast Mining Maximal 
Sequential Patterns(FMMSP), to alleviate this 
problem. Mining sequential patterns is a task of 
finding the full set of frequent sequences that satisfy a 
given minimum support in a sequence database.  

Sequential pattern mining has gradually become 
an inportant data mining task, with broad 
applications, including market and customer analysis, 
web log analysis, and mining XML query access 
patterns.  

In this paper, we propose a solution to mine 
maximal sequences, rather than mining the full set of 
frequent sequences.  

The reason why we mine maximal sequential 
patterns is that they are compact representations of 
frequent sequential patterns. Sequential Patters 

Mining was first introduced by Agrawal and Srikant 
in [1]: Given a set of sequences, where each sequence 
consists of a list of itemsets, and given a 
user-specified minimum support threshold (min 
support), sequential pattern mining is to find all 
frequent subsequences whose frequency is no less 
than min support. This mining algorithm has a 
consequence of the following problems: sequential 
pattern mining often generates huge number of 
candidate patterns in an exponential curve, which is 
inevitable when the database consists of long 
frequent sequential patterns. For example, assume 
the database contains a frequent sequence 〈i1,…,ik〉, 
k=20, it will generate 220 -1 frequent subsequences 
which are essentially redundant patterns. 

Mining sequential patterns with maximal 
sequential patterns may largely reduce the number of 
patterns generated in the process and without losing 
any information because it can be used to derive the 
complete set of sequential patterns. 

 
2   Preliminary 
The problem can be described as follows: Assume 
that I={ i1, i2,…, i|I|} is a finite items set and D is a 
data set containing n transactions, each transaction 
s∈D is a sequence of distinct items s=〈i1,…,i|s|〉, in 
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which i,j∈I. Let S be a k-items sequence, where S =
〈i1,…,ik〉 is a sequence of k distinct items i, j∈I. 
Given a k-items sequence s, let its support be supp(s) 
which is defined as the number of transactions in D 
that include s. To mine all the frequent sequences 
from D requires finding all the sequences that support 
no less than the minimum support and this has to 
search through the huge search space which is given 
by the power set of I. 

   
3 The FMMSP algorithm 
FMMSP is composed of 3 phases: Growing Phase, 
Pruning Phase and Maximal Phase. In Growing 
Phase, sequences are read from database into a lattice 
structure with all its subsequences, if there is any. 
Second, in Pruning Phase, prune off those infrequent 
sequences in the lattice. Finally, Maximal Phase, 
delete each node’s subsequences to find out the 
maximal frequent sequences. According the 
Closed-downward principle, all subsequences of 
maximal frequent sequences are also frequent. A 
structure of maximal frequent sequences is a lossless 
method to contain original information. 
===================================== 
//Input: D, minsup 
//Output: Maximal Sequences 
 
// Growing Phase 
Initiate Lattice  // create root node 
ConstructLattice(D,minsup){ 

Repeat steps listed below until the end of D{ 
read sequence SP from D 
if SP ∈  Lattice { 

search node that node.sequence=SP; 
if node.frequent=FALSE 

node.count++; 
if node.count≥minsup 
For this node and all of it’s subsequence 

   node.frequent=TRUE; 
} 
else { 

new node;  
node.sequence=SP; 
node.count=1; 
//construct all subsequences nodes of this new 
node; 
ConstructLattice(subsequences of node, 
minsup); 

} 
} 
} 

//Pruning upward  
For (k=1:k≤  
LengthOfLongestFrequenceSequence-1:k++) 

For all nodes of length k 
If node.frequency < minsup{ 

  Delete node; 
Delete all supersequences of node 

} 
// Maximal sequence phase 
 For each node 
  Delete all subsequences nodes 
 Maximal sequences = all nodes remain in Lattice 
===================================== 

Fig 1  FMMSP algorithm 
 
4 example 
We will demonstrate how the FMMSP is capable to 
minimize the searching space and accelerate runtime 
with example. In table 1 is a simple sequence 
database table. SID represents Student Identifier. The 
itemset including A, B, C, D and E. 
 

Table 1 sequence database 

 
 
GROWING PHASE: read in a sequence 〈ACD〉 
from database. Link the sequence node to root node 
and all its subsequence are linked to this node and so 
on so forth. This lattice is growing into a 8 nodes 
lattice including root node, 〈ACD〉, 〈AC〉, 〈AD〉, 
〈CD〉, 〈A〉, 〈B〉 and 〈C〉. Each node’s accumulator 
has increase 1 from 0. 
 

 
 

Fig. 2  Lattice contains〈ACD〉 
 
After that, continue read in 〈ACD〉and 〈ABCE〉

as show in Fig.  . The accumulator of 〈AC〉has 
reached the minimum support, it is qualified being a 
frequent sequence, node are mark with a wide red 
frame, so does nodes of 〈A〉and 〈C〉due to the 
Closed-Downward principle. The number in the 
middle of linking line represents SID number. Wide 
arrow represents closed-downward relationship. 
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Fig. 3 Lattice including〈ACD〉and 〈ABCE〉 

 
The lattice after reading 〈BCE〉and〈BE〉 is shown 
in fig. White nodes are denote as frequent sequence 
and all it’s subsequences pointed with arrow are 
frequent sequences as well. Hence, FMCSP can 
accelerate the runtime of constructing Lattice. 

 
 

Fig. 4 Complete Lattice 
 
Pruning Phase: Scan Lattice from short sequence 
nodes, delete infrequent sequence nodes and its 
suppersequences. A pruned lattice is shown in Fig 
5。 
 

 
Fig. 5 Lattice of frequent sequence 

 
Maximal Sequences: Scan from long sequence nodes, 
delete each node’s subsequence. The remaining 
sequences are〈BCE〉and 〈AC〉called maximal 
sequences. The remaining lattice is called maximal 
sequence lattice, shown as Fig. 6. 
 

 
Fig.6  Maximal Sequence Lattice 

 
Compare to previous works the advantages are: 
smaller search space and faster search speed via the 
preknowledge of minimum support. 
 
 
5   Conclusion 
Unfortunately, Apriori-like algorithms may fail to 
extract all the frequent sequences from dense data 
sets, which contain strongly correlated sequences and 
long frequent sequential patterns. Such data sets are, 
in fact, very hard to mine since the Apriori 
closed-downward principle does not guarantee an 
effective pruning of candidates, while the number of 
frequent sequences grows up very quickly as the 
minimum support threshold is decreased.  

Many studies have incept the concept to elaborate 
all frequent pattern mining to more compact results 
and significantly better efficiency of memory usage. 
Our study shows that this is usually true when the 
number of frequent patterns is extremely large, in this 
case the number of frequent maximal sequential  
patterns is also tend to be very large. In this paper, we 
proposed FMMSP, a novel algorithm for mining 
frequent maximal sequential sequences. It has 
improved the drawback of the candidate 
maintenance-and-test paradigm, constructing more 
compact searching space compare to the previously 
developed closed pattern mining algorithms. FMMSP 
adopts a breadth-first method can output the frequent 
closed patterns online.  
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