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Abstract:  This paper propose a new stereo video coding approach for auto-stereo display system. Firstly, we 
encode stereo video with H.264 standard compatible. Secondly, we implement disparity estimation to get the 
disparity information, and then encode them. After decoding these bitstreams, we render virtual views based 
on disparity information for our auto-stereo display. Exhaustive experiments are conducted on our approach 
and results are given in detail. Furthermore, we compare the proposed method with other two main stereo 
video coding methods to demonstrate the advantages. Experimental results show that the proposed method can 
achieve satisfactory subjective quality of rendered virtual views. 
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1   Introduction 
3D video have received significant attention in 
research and development in recent years[1]. It is 
largely because that 3D video can give viewers a 
strong sensation of depth just like the real world. 
3D video can be widely used in 3DTV[2], 
Entertainment and Medical Visualization[3] etc.. 

Auto-stereo displays allowing free 3D viewing 
with the naked eyes are more comfortable to the 
viewer, and they are probably candidates for future 
3DTV. However, traditional  stereo video coding 
methods[4,5] are no longer suitable to these 
auto-stereo displays . Because such displayers 
usually require depth/ disparity information to 
render virtual images. Such as auto-stereo display, 
needs at least eight views of a scene.Usually, the 
receiver is a simple terminal with low processing 
capacity. Thus, it is difficult for receiver side to 
implement disparity estimation and render of virtual 
images in real time. 

State-of-the-art system approaches on 3DTV, like 
the ATTEST proposal, are usually based on the 
video-plus-depth data corresponding to only a 
single, central viewing position[6,7]. Video plus 
depth method allows rendering of virtual views 
close to the available camera position[8]. For 
example, a second view corresponding to a stereo 
pair can be synthesized from video and depth. 
Although, the problem of rendering is solved by 
providing with the depth information, quality of 
virtual views decreases with distance from the 
available camera, due to effect referred as exposure 
or disocclusion[9]. Therefore, single video plus 
depth is not sufficient to deal with the situation 
when there are lots of occlusion areas. In this paper, 
we propose a new stereo video coding approach to 
deal with these problems. Experimental results 

shows that the proposed method is quite efficient. 
 
 

2  New stereo video coding approach 
for auto-stereo display 

Fig.1.The framework of our 3D system 
 

In our stereo video coding approach, both left and 
right views as well as disparity information are 
transmitted to the receiver side. There are two main 
advantages of the proposed approach. One is that 
with disparity information, rendering process will 
be achieved with low complexity. Also, a high 
adaptability to 3D display properties, viewing 
conditions and user preferences can be achieved 
with disparity information. The other is that the 
problem of disocclusion can be alleviated 
significantly by providing the receiver side with 
both left and right views. Additionally, the proposed 
method has the property of error concealment. The 
error caused by packet loss of the right view can be 
concealed by left view and the corresponding 
disparity information. In this case, our stereo video 
coding method is more robust. Our 3D display is 
developed by NewSight Corporation[10] allowing 
several users to watch the same 3D scene from 
different perspectives. NewSight use wavelength 
selective filter array to achieve selective 
propagation direction for the image information 
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displayed on the screen. The framework of our 3D 
system is illustrated in Fig.1, which includes stereo 
capturing, stereo video coding, transmission, 
decoding, virtual views rendering and 3D display. 
Key parts of our 3D system are given in detail in the 
following paragraphs. 
 
2.1 H.264 compatible Stereo video coding  

As the distance of the two viewpoints of stereo 
video is small which is approximately the distance 
between two eyes, there is a high correlation 
between the left and right view. In order to exploit 
this correlation, in our stereo video coding which is 
based on H.264, right frames are predicted from 
both left and right frames to reduce the bandwidth 
for transmission while left frames are predicted only 
by previous left frames. Fig.2 shows the stereo 
video coding structure in which MCP denotes 
Motion Compensation Prediction and DCP denotes 
Disparity Compensation Prediction. Further, we use 
Supplemental Enhancement Information(SEI) to 
make the stereo video streams can be decoded by a 
standard H.264 decoder. SEI is designed for some 
special applications. Decoder can get additional 
information through SEI messages, such as buffer 
period, scene information etc.. The SEI payload 
type for stereo video is 23. According to H.264 
standard Annex D, we set syntax 
left_view_self_contained_flag as 1 and 
right_view_self_contained_flag as 0 to indicate that 
left frames only use MCP and right frames use both 
MCP and DCP. By using the SEI, decoder can 
decode both left and right video bitstreams or only 
left video bitstream depending on user’s choice. 
Thus, view scalability is enabled in our stereo video 
coding. 

Fig.2. Structure of stereo video coding 
 
2.2 Disparity estimation and views rendering 

In order to get the disparity map with high quality, 
disparity estimation is conducted in pixel accuracy. 
We adopt block based matching algorithm to each 
pixel, and the cost function  is defined as 
follows: 
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In the equations above，MAD denotes the mean 
absolute difference of gray value of matching 
blocks in left and right images, d denotes the 
disparity value of current pixel. λ is smoothness 
parameter. 、 are gray values of 
coordinate（x,y）in left and right images respectively, 
N
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x、Ny stand for block size. As shown in Fig.3, d1、
d2、d3、d4  are neighboring disparity values of 
current pixel’s disparity. 

d1 d2 d3

d4 d  

Fig.3. Locality of neighboring disparity values 

 
Fig.4. Rendering method from left and right views  

 
Eq. (1) adopt the method of average smooth for 
disparity values. The added second term penalizes 
when a pixel has a different disparity value with the 
neighboring pixels. The effect of smooth is 
controlled by the parameter λ. Increasing λ results in 
smoother disparity maps. The principle behind 
smoothing is that in disparity estimation process, it 
can be assumed that neighboring pixels should have 
similar disparity values because disparity values are 
similar in the same object. We will compare coding 
performance of disparity maps in terms of 
smoothness in the next section. 

Fig.4 illustrates the principle to render virtual 
views for a given position α between a stereo image 
pair. In the ideal case, the relation of the gray values 
among left, right and interpolated view is given as 

),)1((),()1(),( ydxIydxIyxI RL ⋅−+⋅+⋅+⋅−= ααααα   (3)  
where I(x, y) stands for the gray value of a pixel at 
position (x, y) in the virtual view. 
 
3   Experimental results 
We perform experiments on the test sequences of 
real data called “booksale”. Fig.5 show the left and 
right original images of the test sequences. 
“booksale” is a standard stereo video test sequence 
and the image resolution is 320×240. Table 1 gives 
the H.264 coding parameters for both two color 

Proceedings of the 7th WSEAS International Conference on Multimedia, Internet & Video Technologies, Beijing, China, September 15-17, 2007      244



video and disparity information. 
 

Table 1. The parameters of H.264 coding 

Frame Number 30 
Search Range ± 32 
Entropy Coding CABAC 
Basis QP 20, 24, 28, 32 
FME On 

 

  
Fig.5. “booksale” left and right original image 
 

 
Fig.6. “booksale” coding efficiency 
 

  
      Fig.7 (a)               Fig.7 (b) 
Fig.7 “booksale” disparity map (a) λ=0; (b) λ=1 
 

 
Fig.8. “booksale” disparity coding efficiency 
 

Fig.6 shows the stereo coding result in terms of 
Rate-Distortion performance. As we can see from 
Fig.6, the coding efficiency of right view slightly 
outperforms the left view. This is because the 
correlation between the left and right views of the 
test sequence “booksale” is exploited by the DCP. 
Disparity maps derived by the algorithm presented 
in previous section are shown in Fig.7. 7(a) shows 
the disparity map with the smoothness parameter 
λ=0 and 7(b) shows the disparity map with λ=1. It is 
obvious that 7(b) is much more smooth. Thus, 
higher coding efficiency can be expected from the 
smoothed disparity map. The RD curve 
demonstrated in Fig.8shows that smoothed disparity 
maps have a remarkably higher coding performance 
than the non-smoothed. Compare Fig.6 with Fig.8, 
we can see that the bit rate of disparity information 
is very small comparing with the two color video. 
For instance, while bit rate of left view and right 
view is 930.1 kbit/s and 812.78 kbit/s respectively, 
the bit rate of non-smoothed disparity maps is 164.5 
kbit/s and the smoothed is 57.26 kbit/s. Therefore, 
the overhead of our system is extremely small. 
Fig.9 shows the eight images of “bookslae”. The top 
left is a left view image, the last is a right view 
image and the others are six rendered virtual view 
images using the smoothed disparity map. 

 

    

    

    

    
Fig.9. booksale left、right and six rendered virtual images 
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If we just use left view and the corresponding 
disparity information, the virtual image of right 
view rendered is shown in the Fig.10. As can be 
seen form the picture, the disoccluded areas in the 
right view can not be obtained. The quality of these 
areas decrease significantly to the extent that is 
unacceptable to the viewer. Thus, the single 
video-plus-depth method is not sufficient when 
there are lots of disocclusion phenomenon between 
the left and right views. In contrast, if both left and 
right views are available, the problem of 
disocclusion can be partially solved. 

 

 

 
Fig.10. Right virtual image and corresponding 

original image areas 

Table 2. Time consumed by disparity estimation 
and H.264 decoding process 

Test  
Sequence 

Disparity 
Estimation 

Decoding 

“booksale” 3725ms 194ms 

 
Stereo video coding method which is only based 

on the left and right views, should get disparity 
information on the receiver side to support the 
auto-stereo display. In our method, the disparity 
information is also coded and transmitted to the 
receiver side, so we just need to decode the 
bitstream to get the disparity information. Table 2 
gives the average time per frame consumed by 
disparity estimation and H.264 decoding process. 
Experiments are conducted on a 3.00GHz Pentium 
Ⅳ PC. It is obvious that disparity estimation 
process is very time-consuming due to its iterant 
matching process. “booksale” which image 
resolution is 320×240 needs 3725ms for a stereo 
image pair in average and the average time for 
decoding is just 194ms. So it is more reasonable to 
decode the disparity information rather than to 
estimate the disparity information in terms of 
decoding complexity. 

 
4   Conclusion 

In this paper, a new stereo video coding approach 
for auto-stereo display system is proposed. Instead 

of adopting single video-plus-depth data format, left 
and right views are both transmitted to receiver side 
to deal with the problem of exposure. Experimental 
results show that the final virtual view images 
interpolated based on the disparity information have 
satisfactory subjective quality and the bit rate 
consumed by disparity information is extremely 
small. Thus, our stereo video coding approach is a 
very promising method for 3-DTV applications. 
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