
The Feature Extraction Procedure for Pattern Recognition with
Learning Using Genetic Algorithm

EDWARD PUCHALA
Wroclaw University of Technology

Faculty of Electronics
Wyb.Wyspianskiego 27,50-370 Wroclaw

POLAND
edward.puchala@pwr.wroc.pl

ALEKSANDER REWAK
Wroclaw University of Technology

Faculty of Electronics
Wyb.Wyspianskiego 27,50-370 Wroclaw

POLAND
aleksander.rewak@pwr.wroc.pl

Abstract: The paper deals with the extraction of features for statistical pattern recognition. In particular, the case
of recognition with learning is considered. Bayes probability of correct classification is adopted as the extraction
criterion. The problem with incomplete probabilistic information is discussed and Bayes-optimal feature extrac-
tion procedure is presented in detail. As method of solution of optimal feature extraction a genetic algorithm is
proposed. A numerical example demonstrating quality of proposed algorithm to solve feature extraction problem
is presented. .
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1 Introduction
Feature dimension reduction has been an important
and long-stading research problem in statistical pat-
tern recognition. In general, dimension reduction can
be defined as a transformation from original high-
dimensional space to low-dimensional space where an
accurate classifier can be constructed.

There are two main methods of dimensionality re-
duction ([2], [6]): feature selection in which we se-
lect the best possible subset of input features and fea-
ture extraction consisting in finding a transformation
(usually linear) to a lower dimensional space. Al-
though feature selection preserves the original phys-
ical meaning of selected features, it costs a great de-
gree of time complexity for an exhaustive comparison
if a large number of features is to be selected. In con-
trast, feature extraction is considered to create a new
and smaller feature set by combining the original fea-
tures. We shall concentrate here on feature extraction
for the sake of flexibility and effectiveness [7]. There
are many effective methods of feature extraction. One
can consider here linear and nonlinear feature extrac-
tion procedures, particularly ones which ([4], [5]):

1. assume underying Gaussian distribution in the
data ([6], [7], [8]),

2. utilize nonparametric sample-based methods
when data cannot be described with the Gaussian
model ([9]),

3. minimize the empirical probability of Bayes er-

ror ([6], [10]),

4. maximize the criteria for the information values
of the individual features (or sets of features) de-
scribing the objects ([4], [5], [11]).

For the purpose of classifiation, it is sensible to
use linear feature extraction techniques which is con-
sidered as a linear mapping of data from a high to a
low-dimensional space, where class separability is ap-
proximately preserved. Construction of linear trans-
formation is based on minimization (maximization)
of proper criterion in the transformed space. In other
words, in order to define a linear transformation one
should determine the values of the transformation ma-
trix components as a solution of an appropriate opti-
mization problem.

As it seems, the Bayes probability of error (or
equivalently, the Bayes probability of correct classi-
fication) i.e. the lowest attainable classification error
is the most appropriate criterion for feature extraction
procedure. Unfortunately, this criterion is very com-
plex for mathematical treatment, therefore researches
have restored to other criteria like various functions of
scatter matrices (e.g. Fisher criterion) or measures re-
lated to the Bayes error (e.g. Bhattacharyya distance).

In this paper we formulate the optimal feature
extraction problem adopting the Bayes probability of
correct classification as an optimality criterion. Since
this problem cannot be directly solved using analyti-
cal ways (except simple cases including for example
multivariate normal distribution), we propose to ap-
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ply genetic algorithm (GA), which is very-well known
heuristic optimization procedure and has been suc-
cessfully applied to a broad spectrum of optimiza-
tion problems, including many pattern recognition and
classification tasks [12], [13].

The contents of the paper are as follows. In sec-
tion 2 we introduce necessary background and formu-
late the Bayes-optimal feature extraction problem. In
section 3 and 4 optimization procedures for the cases
of complete probabilistic information and recogni-
tion with learning are presented and discussed in de-
tail. Section 5 describes nonparametric algorithms
which were applied to find optimal solution. Section
6 presents solution of extraction problem via GA. Fi-
nally, conclusions are presented in section 7.

2 Preliminaries and the Problem
Statement

Let us consider the pattern recognition problem with
probabilistic model. This means that n-dimensional
vector of features describing recognized pattern x =
(x1, x2, ..., xn)T ∈ X ⊆ Rn and its class number j ∈
M = {1, 2, ..., M} are observed values of a pair of
random variables (X,J), respectively. Its probability
distribution is given by a priori probabilities of classes

pj = P (J = j), j ∈M (1)

and class-conditional probability density function
(CPDFs) of X

fj(x) = f(x/j), x ∈ X , j ∈M. (2)

In order to reduce dimensionality of feature space
let consider linear transformation

y = Ax, (3)

which maps n-dimensional input feature space X into
m-dimensional derivative feature space Y ⊆ Rm, or -
under assumption that m < n - reduces dimensional-
ity of space of object descriptors. It is obvious, that y
is a vector of observed values of m dimensional ran-
dom variable Y, which probability distribution given
by CPDFs depends on mapping matrix A, viz.

g(y/j;A) = gj(y; A), y ∈ Y, j ∈M. (4)

Let introduce now a criterion function Q(A)
which evaluates discriminative ability of features y,
i.e. Q states a measure of feature extraction mapping
(3). As a criterion Q any measure can be involved
which evaluates both the relevance of features based
on a feature capacity to discriminate between classes

or quality of a recognition algorithm used later to built
the final classifier. In the further numerical example
the Bayes probability of correct classification will be
used, namely

Q(A) = Pc(A) =
∫

Y
max
j∈M

{pj gj(y;A)} dy. (5)

Without any loss of generality, let us consider a
higher value of Q to indicate a better feature vector
y. Then the feature extraction problem can be formu-
lated as follows: for given priors (1), CPDFs (2) and
reduced dimension m find the matrix A∗ for which

Q(A∗) = max
A

Q(A). (6)

3 Optimization Procedure
In order to solve (6) first we must explicitly deter-
mine CPDFs (4). Let introduce the vector ȳ =
(y, x1, x2, ..., xn−m)T and linear transformation

ȳ = Ā x, (7)

where

Ā =




A
− − −
I | 0


 (8)

is a square matrix n× n. For given y equation (7) has
an unique solution given by Cramer formulas

xk(y) =| Āk(y) | · | Ā |−1, (9)

where Āk(y) denotes matrix with k-th column re-
placed with vector ȳ. Hence putting (9) into (2) and
(4) we get CPDFs of ȳ ([3]):

ḡj(ȳ;A) = J−1 ·fj(x1(ȳ), x2(ȳ), · · · , xn(ȳ)), (10)

where J is a Jacobian of mapping (7). Integrating (10)
over variables x1, ..., xn−m we simply get

gj(y; A) =
∫

X1

∫

X2

...

∫

Xn−m

ḡj(ȳ; A)dx1dx2...dxn−m.

(11)
Formula (11) allows one to determine class-

conditional density functions for the vector of fea-
tures y, describing the object in a new m-dimensional
space. Substituting (11) into (5) one gets a criterion
defining the probability of correct classification for the
objects in space Y:
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Q(A) = Pc(A) =
∫

Y
max
j∈M

{
pj ·

∫

X1

...

∫

Xn−m

J−1×

×fj(x1(ȳ), · · · , xn(ȳ)) dx1 ... dxn−m

}
dy =

=
∫

Y
max
j∈M

{
pj ·

∫

X1

...

∫

Xn−m

J−1fj(| Ā1(y) | ×

| Ā |−1, · · · , | Ān(y) | · | Ā |−1) dx1 ... dxn−m

}
dy.

(12)
Thus, the solution of the feature extraction prob-

lem (6) requires that such matrix A∗ should be de-
termined for which the Bayes probability of correct
classification (12) is the maximum one.

Consequently, complex multiple integration and
inversion operations must be performed on the multi-
dimensional matrices in order to obtain optimal val-
ues of A. Although an analytical solution is possi-
ble (for low n and m values), it is complicated and
time-consuming. Therefore it is proposed to use nu-
merical procedures. For linear problem optimization
(which is the case here) classic numerical algorithms
are very ineffective. In a search for a global extremum
they have to be started (from different starting points)
many times whereby the time needed to obtain an op-
timal solution is very long. Thus it is only natural
to use the parallel processing methodology offered by
genetic algorithms ([14]).

Figure 1: GA-based Bayes-optimal feature extractor

Fig. 1 shows the structure of a GA-based feature
extractor using Bayes probability of correct classifi-
cation as an evaluation criterion. The GA maintains
a population of transformation matrices A. To eval-
uate each matrix in this population, first the CPDFs
(11) of features y in transformed space must be deter-
mined and next probability of Bayes correct classifi-
cation (12) is calculated. This accuracy, i.e. fitness of
individual is a base of selection procedure in GA. In
other words, the GA presented here utilizes feedback
from the Bayes classifier to the feature extraction pro-
cedure.

4 The Case of Recognition with
Learning

It follows from the above considerations that an an-
alytical and numerical solution of the optimization
problem is possible. But for this one must know the
class-conditional density functions and the a priori
probabilities of the classes. In practice, such informa-
tion is rarely available. All we know about the classi-
fication problem is usually contained in the so-called
learning sequence:

SL(x) = {(x(1), j(1)), (x(2), j(2)), ..., (x(L), j(L))}.
(13)

Formula (13) describes objects in space X . For
the transformation to space Y one should use the rela-
tion:

y(k) = A · x(k); k = 1, 2, ..., L (14)

and then the learning sequence assumes the form:

SL(y) = {(y(1), j(1)), (y(2), j(2)), ..., (y(L), j(L))}.
(15)

The elements of sequence SL(y) allow one to de-
termine (in a standard way) the estimators of the a pri-
ori probabilities of classes pjL and class-conditional
density functions fjL(x). Then the optimization cri-
terion assumes this form:

QL(A) = PcL(A) =
∫

Y
max
j∈M

{
pjL ·

∫

X1

...

∫

Xn−m

×

×J−1fjL(x1(ȳ), · · · , xn(ȳ)) dx1 ... dxn−m

}
dy.

(16)
Alternatively, in case of recognition with learn-

ing, the criterion (16) can be estimated nonparamet-
rically by first estimating CPDFs of features y on the
base of samples (15) (e.g. using either k-NN or Parzen
procedures [1], [2]) and then classifying the available
samples according to the empirical Bayes rule. The
number of samples misclassified by the algorithm is
counted and the error estimate is obtained by dividing
this number by the total number of training samples.

The next section presents a method for nonpara-
metric estimation based on the Parzen procedure.
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5 Non-complete Probabilistic Infor-
mation - Nonparametric Estima-
tion

It is apparent that in order to estimate optimization
criterion (16) one should first estimate CPDFs for fea-
tures y. Parzen’s procedure was used for this pur-
pose. According to the procedure’s assumptions func-
tion fjL(y) can be written as follows:

fjL(y) =
1

Kj

Kj∑

k=1

1
hj(Kj)

H
[

y − yk
j

hj(Kj)

]
, (17)

where
Kj - the number of objects of learning sequences
SL(y) belonging to class j,
hj(Kj) - a positive number satisfying the conditions:

lim
Kj→∞

hj(Kj) = 0, lim
Kj→∞

Kj [hj(Kj)]m = ∞,

(18)
H - kernel of Parzen estimator

Let us assume that the estimator kernel is the
Gaussian function:

H
[

y − yk
j

hj(Kj)

]
=

1√
2π

exp

[
− (y − yk

j )2√
2hj(Kj)

]
. (19)

After transformations and the expansion of func-
tion (19) into a Taylor series one gets:

Kj∑

k=1

H
[

(y − yk
j )

hj(Kj)

]
= exp

[
− y2

2hj(Kj)2

] ∞∑

s=0

cjsy
s,

(20)
where

cjs =
1

s!hj(Kj)2s

Kj∑

k=1

(yk
j )sexp

[
− (yk

j )2

2h2
j (Kj)

]
.

(21)
Substituting formula (21) into (16) one gets a cri-

terial function whose value depends on the values of
the elements of learning sequence SL(y). The latter
values in turn depend on (via transformation (3) the
values of the elements of matrix A. In order to deter-
mine the elements of matrix A an optimization proce-
dure should be carried out. Because of the complex
form of the criterial function it is proposed to use the
genetic algorithm with proper problem encoding.

Table 1: Results of experiments (E- experiment num-
ber, NG - number of generations, aik - values of ma-
trix A elements, PcL(A) - probability of Bayes cor-
rect classification)

E 1 2 3 4 5

PcL(A) 0.91 0.94 0.96 0.96 0.97

a11 0.561 0.647 0.518 0.854 0.251
a12 -0.758 3.287 0.214 -0.788 2.227
a13 0.768 0.255 0.317 0.519 0.247
a21 0.138 1.550 0.176 0.205 0.317
a22 0.932 -1.033 0.957 1.110 -0.504
a23 0.119 0.698 0.037 -0.030 0.360

NG 11 20 6 7 13

6 Recognition with Learning - Solu-
tion via GA

In order to assess the quality of the proposed method
of reducing feature vector dimensionality for recogni-
tion with learning an numerical example was consid-
ered. First learning sequence SL(x), containing ele-
ments from 3 classes (M = 3), was generated. It was
assumed that dim(x) = n = 3. The following pa-
rameters of multivariate normal distribution generator
were adopted:

p1 = p2 = p3 = 1/3 - a priori probabilities of
classes,

cov1 = cov2 = cov3 = 1 - unit covariance matri-
ces for the particular classes,

m1 = [0, 0, 0]T ,m2 = [0, 1, 0]T , m3 = [1, 0, 1]T
- vectors of mean feature values for the particular
classes.

In all the classes CPDFs were estimated using
Parzen’s estimator with a kernel in the form of a Gaus-
sian function.

The aim of the reduction process was to reduce
dimensionality to level dim(y) = m = 2. Therefore
optimization boiled down to determining the best, in
the sense of criterion (16), values of the elements of
matrix A (dim(A) = 3 × 2). The following genetic
algorithm parameters were assumed:

• the number of populations - 10,

• the maximum number of generations - 20.

Five experiments were carried out. The results
are shown in Table 1, containing matrix A element
values, the corresponding criterion (16) values and the
number of the generation after which the solution was
found.
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7 Conclusions
Feture extraction is an important task in any practical
example that involves pattern classification. In this pa-
per we formulate the optimal feature extraction prob-
lem with the Bayes probability of correct classifica-
tion as an optimality criterion. Since this problem,
in general case, cannot be directly solved using an-
alytical methods, we propose to apply genetic algo-
rithm, which is effective heuristic optimization pro-
cedure and has been successfully applied to a wide
range of practical problems. This proposition leads to
the distribution-free Bayes-optimal feature extraction
method, which can be applied in the case of recog-
nition with learning. A numerical example demon-
strates that the GA is capable to solve this optimiza-
tion problem.

Many questions of GA application in proposed
procedure of feature extraction are still open, e.g. the
proper choice of the appropriate GA model, especially
the choice of GA control parameters and investigation
of their influence on result of optimization process.
Our related works are underway and the results will
be reported in the near future.
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