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Abstract: Fractional Bessel processes are defined and considering the processes associated with fractional 

Bessel processes 
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where ))(),...,2(),1(( dBBBB HHHH =  is a d-dimensional ( 2≥d ) fractional Brownian motion with Hurst 

parameter 0<H<1 and 
222 )(...)2()1( dBBBR HHHH +++=  is fractional Bessel Process driven by 

fractional Brownian Motion, some of their properties are given. 
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1   Introduction 
     First we will give the definition of Bessel 

processes and Fractional Brownian Motion. 

For every δ ≥ 0 and x ≥ 0, the solution to the 

equation 

s

t

st dWXtxX ∫++=
0

2δ  

is unique and strong. In the case δ =0, x = 0, the 

solution tX  is identically zero and applying the 

comparison theorem (see Revuz–Yor [11] Theorem 

IX.(3.7)) we conclude 0≥tX  for all 0≥δ . 

Definition 1 (
δBESQ  ) For every 0≥δ  and x ≥ 0 

the unique strong solution to the equation 

s

t

st dWXtxX ∫++=
0

2δ
 

is called the square of a δ-dimensional Bessel process 

started at x and is denoted by 
δBESQ . 

Remark: the law of )(xBESQδ
 on C( +R , R )by 

δ
xQ . We call the numberδ the dimension of BESQ . 

This notation arises from the fact that a 
δBESQ  

process tX  can be represented by the square of the 

Euclidean norm of δ-dimensional Brownian motion 

tB : tX  = |
2

tB | . The number 12/ −≡ δν  is called 

the index of the process
δBESQ . 

Definition 2 (
δBES  ) The square root 

of )( 2aBESQδ
, 0≥δ , 0≥a  is called the Bessel 

process of dimension δ started at a  and is denoted 

by )(aBES δ
. 

Remark: the law of )(aBES δ
 by 

δ
aP  

In the case δ ≥ 2, )(aBES δ
, a > 0, will never reach 0. 

For δ > 1 a )(aBES δ
 process tZ  satisfies 

∞<∫ ])/([
0

t

sZdsE  and is the solution to the 

equation 

t

t

s

t W
Z

ds
aZ ∫ +

−
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02
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For δ ≤ 1 the situation is less simple. For δ = 1 we 

have with oIt ˆ  Tanaka’s formula 

tttt LWWZ +==
~

 

where ∫≡
t

sst dWWsignW
0

)(
~

 is a standard Brownian 

motion, and Lt is the local time of Brownian motion. 
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Refer to Revuz–Yor [11] and Pitman–Yor [9, 10] for 

the more study of Bessel processes. 

Definition 3 (fBm)  Let )1,0(∈H  be a constant. 

The (1-parameter) fractional Brownian motion 

(fBm) with Hurst parameter H is the Gaussian 

process Ω∈∈= ωω ,),,()( RttBtB HH  , satisfying 

0)]([)0( == tBEB HH , for all Rt∈ . 

and 

RtstststBsBE
HHH

HH ∈−−+= ,};{
2

1
)]()([

222

 

Where E denotes the expectation with respect to the 

probability law P for },);,({ Ω∈∈ ωω RttBH , 

where ),( FΩ  is a measurable space. 

If H = 1/2 then )(tBH  coincides with the classical 

Brownian motion, denoted by B(t). 

If H > 1/2 then )(tBH is persistent, in the sense that 

0)]()1()1([ >−+⋅= nBnBBE HHHnρ  for all n = 

1, 2, . . . 

and ∑
∞

=

∞=
1n

nρ  

If H < 1/2 then )(tBH  is anti-persistent, in the sense 

that 

0<nρ  for all n = 1, 2, . . . 

in this case  ∑
∞

=

∞<
1n

nρ  (Shiryaev [5], p. 233) 

     Another important property of fBm is 

self-similarity: For any )1,0(∈H  and 0>α  the 

law of RtH tB ∈)}({ α  is the same as the law of 

RtH

H tB ∈)}({α
. 

Definition 4 Denote the fractional Bessel process by 

222 )(...)2()1( dBBBR HHHH +++=
 

where ))(),...,2(),1(( dBBBB HHHH =  be a 

d-dimensional fractional Brownian motion with 

Hurst parameter H ∈(0, 1). 

We hope to obtain a stochastic calculus for fBm and 

to use its properties into application. 

     However, if 2/1≠H then )(tBH  is not a 

semimartingale, so we cannot use the general theory 

of stochastic calculus for semimartingales on )(tBH . 

For example, as 2/1≠H  the fractional Brownian 

motion )(tBH  has not vyeL ˆ  type characteristic, i.e., 

the process (see Hu [7]) 

1
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1
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(1.1) 

is not a fBm. Furthermore, the process 
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is the fractional Bessel process. Thus, it is interesting 

to investigate the properties of these processes. Hu 

and Nualart obtained some properties of these 

processes in [7].  

The purpose of this paper is to prove the local times 

of these processes based on )(tBH exist, 

1/2 < H < 1. Moreover, we give a Tanaka formula of 

the process HX
 given by (1.1) and (1.2). 

 

 

2 Fractional oIt ˆ  type stochastic 

integral 
     For 1/2 < H < 1, an alternative integration theory 

based on the Wick product ◇ was introduced by [3], 

as follows: 

))()(()(lim:)()( 1
00

kHkH

k

k

t

H tBtBtusdBsu
n

−◊= +
→
∑∫ π

 

Where tttt nn =≤≤≤≤ ...0: 10π  is an arbitrary 

partition of [0, t], }{max: 1 kkkn tt −= +π and 

0
lim →nπ

means the limit in )(2 µL . The definition of 

the integrals has been extended by [8] (see also [1]) to 

all 0 < H < 1 as follows: 

dssWsusdBsu H

tt

H )()(:)()( )(
00 ∫∫ ◊=

 

where 
*

)( )(
)(

)( S
dt

tdB
tW H

H ∈=  with 
*)(S  the Hida 

space of stochastic distributions if  

u : 
*)(SR →+ satisfies that )(tu ◇ )(tW H

is 

dt-integrable in 
*)(S . These fractional oIt ˆ  integrals 

have many properties of the classical oIt ˆ integral. 

Recall that the Malliavin Φ -derivative of the 

function U : R→Ω  defined in [3] as 

follows: 

UdrDsrUD rs ∫
∞

=
0

),(φφ

 
where UDr  is the fractional Malliavin derivative at 

r. Define the space
2,1

φL  to be the 

set of measurable processes u such that )(suDs

φ
 

exists for a.a. 0≥s  and 
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Then the integral )()(
0

sdBsu H∫
∞

can be well 

defined as an element of )(2 µL  

Theorem 2.1 ([3]). Let }0),({ ≥ttu be a stochastic 

process in 
2,1

φL . Then for the process 

0),()()(
0

≥= ∫
∞

tsdBsut Hη
 

we have 

∫∫ +=
t

rH

t

s drrsurdBrutD
00

),()()()( φηφ
 

In particular, if u is deterministic, then 

drrsrutD
t

s ),()()(
0

φηφ ∫=  
 

 

3   Local Time and Tanaka Formula 
     Refer to [9], the weighted local time )( HBL  of 

fractional Brownian motion are established: 

dssxsBHBL H
t

HH

12

0
))((2)( −∫ −= δ

 
The Tanaka formula is given as: 
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In this section we show that the local times of the 

process 
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exist and obtain their Tanaka formula. 

  

Lemma 3.1 (Hu [7]) 

0,
)()2!(2)12(

)()!2(4

))](())(([

0
)12(22

1222

≥
+

−−+
=∑

∞

=
+

+

t
sukk

ususk

uBsignsBsignE

k
kk

kHH

HH

π

. 

We can get the proof of this Lemma in [7]. By using 

this Lemma its easy to show the following result 

holds  

Lemma 3.2 Let 12/1 << H , then  

satXDtBsign HHH .,0)())(( ≥ for all 0≥t . 

Theorem 3.1. Let RR →Φ +: be a convex function 

having polynomial growth and let 

the process HX  be defined by 

0),())(()(
0

≥= ∫ tsdBsBsigntX H

t

HH Then there 

exists a continuous increasing process 
ΦA such that 

0,
2

1
)())(())((

)0())((

0
≥+Φ

+Φ=Φ

Φ−∫ tAsdBsBsignsXD

tX

tH

t

HH

H

 

where Φ−D denotes the left-hand derivative of Φ  

Proof: If 
2C∈Φ , then this is the oIt ˆ  formula and 

dssXDsBsignXA HHH

t

st )())(()(''
0∫ Φ=Φ

 

and Lemma 3.1 implies that the process 
ΦA  is 

increasing. 

Let now
2C∉Φ . For 0>ε  and Rx∈  we set 

2

2

1

2

1
)(

x

ep ε
ε

πε
ε

−
=

 
and 

)0(,)()()( >Φ−=Φ ∫ εεε dyyyxpx
R  

Then )(xεΦ  has polynomial growth and
2C∈Φε . 

It follows that for all 0>ε there exists a continuous 

increasing process 
ΦA  such that 

ε
ε

εε

Φ+Φ

+Φ=Φ

∫ tHH

t

H

AsdBsBsignsX

tX

2

1
)())(())(('

)0())((

0

 

and 

dssXDsBsignsXA HHH

t

t H
)())(())((''

0∫ Φ=Φ
ε

ε

 

dxdssXDsBsignxsXx HHH

t

H
R

))())((())(()((''
0∫∫ −Φ= δε

 

     Noting that for all Rx∈  

)()(lim
0

xx Φ=Φ
↓

εε ， 
)()('lim

0
xDx Φ=Φ −

↓
εε    

So as .0→ε  

)())(())((

)())(())(('

0

0

sdBsBsignsXD

sdBsBsignsX

HHH

t

HHH

t

Φ→

Φ

∫

∫
−

ε
 

in probability. As a result, εΦ
tA  converges also to a 

process 
ΦA which, as a limit of increasing processes, 

is itself an increasing process and 
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εΦ− +Φ

+Φ=Φ

∫ tHHH
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The process
ΦA  can now obviously be chosen to be 

a.s. continuous. This completes the proof. 

 

Corollary 3.1. For any real number x, there exists an 

increasing continuous process 

)( H

x XL  called the local time of the process HX  

given by (1.1) in x such that, 

)()())((

|)(|

0

Hx

tH

t

H

H

XLsdXxsXsignx

xtX

+−+=

−

∫
. 

Combining this corollary with [3, 9], we get the 

following 

 

Corollary 3.2. Let )(XL  denote the local time of 

the process X and let 

dssxsBHBL H
t

HH

x

t

12

0
))((2)( −∫ −= δ

 
be the weighted local time of fractional Brownian 

motion HB . Then we have 
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Corollary 3.3. For any real number x and 0≥t , we 

have 

dssXsDsBsignxsX

XL

t

HHHH

H

x

t

∫ −=
0

)()())(())((

)(

δ
. 

Moreover, for any convex function having 

polynomial growth RR →Φ +:  the following 

Ito-Tanaka type formula holds: 

)()(
2

1
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))((
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where Φ−D denotes the left derivative ofΦ and the 

signed measure Φµ is defined by 

RbabaaDbDba ∈<Φ−Φ= −−
Φ ,,),()(]),([µ

 
Finally, by the same method on can show that the 

local time of the process 
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holds, where ))(),...,2(),1(( dBBBB HHHH =  is a 

)2(≥d  dimensional fractional Brownian motion 

with Hurst index 1/2 < H < 1 and 

222 )(...)2()1( dBBBR HHHH +++=  is the 

fractional Bessel process. 

 

 

4   Conclusion 
     It can be seen from the above-mentioned analysis 

that the processes associated with fractional Bessel 

processes 
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where ))(),...,2(),1(( dBBBB HHHH = converge, 

have the local times )( H

x XL  and Ito-Tanaka type 

formula  
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holds. 
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