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Abstract: The least mean square (LMS) algorithm is the most popular adaptive �ltering method due to its
simplicity and predictable behavior. The convergence properties of the LMS algorithm can be improved
by updating the �lter coe�cients in the transform domain. This paper presents a new transform domain
LMS equalizer, called Discrete Cosine Transform Domain Parallel LMS (DCTPLMS) equalizer, which
updates the �lter coe�cients in the discrete cosine transform domain for the purpose of equalization of
time-varying channels. Computer simulation results obtained by using a second order Markov commu-
nication channel model show that the proposed DCTPLMS equalizer provides a signi�cant performance
improvement relative to the conventional DCT-domain LMS as well as other time-domain based LTEs
and DFEs.
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1 Introduction

The most common problems which a�ect the re-
liability of modern communication systems such
as mobile radio channels and high frequency (HF)
channels are rapid time variation and multipath
fading. Due to the phenomenon of time variation
these channels su�er from intersymbol interfer-
ence(ISI). To compensate for channel distortions
which cause ISI in communication systems, adap-
tive equalization techniques can be used [1].

The least mean square (LMS) algorithm [2]
which updates the �lter coe�cients by a gradient
based method in the time-domain is, so far, the
most popular adaptive equalization method due
to its simplicity and predictable behavior.

Among many variants of adaptive equalizers,
the linear transversal equalizer (LTE) and the de-
cision feedback equalizers (DFE) are most fre-
quently used. The DFE is a nonlinear device that
attempts to remove ISI at the receiver of a digi-
tal communication system using both the received
signal and previously detected symbols and, thus,
has the potential to provide better performance
than the corresponding LTE structure if the de-

cision device involved in the DFE structure out-
puts correct sequences [3]. However, the feedback
decisions will not be correct if the interference is
severe and if a simple slicer is used as the decision
device. If the feedback decisions are not correct,
the DFE will su�er from performance degradation
due to error-propagation [4].

Another alternative remedy studied by Shi-
mamura [5] is to deploy a parallel structure of
the conventional LTE and DFE, in which both
the coe�cients of the LTE and DFE are simul-
taneously adapted by the LMS algorithm. More-
over, a new LMS based nonlinear adaptive algo-
rithm, called amplitude banded LMS (ABLMS)
algorithm, which takes into account the ampli-
tude information of a time-variant channel out-
put in the coe�cient adaptation process of the
equalizer was discussed in [6] and [7].

However, the convergence speed of traditional
time-domain LMS type adaptive equalizers also
depends on the ratio of the maximum to the min-
imum eigenvalues of the autocorrelation matrix of
the input. Adaptive �lters having inputs with a
wide eigenvalue spread often take longer to con-
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verge than �lters with white noise inputs.
The recursive least squares (RLS) algorithm

o�ers better performance and high convergence
rate that is independent on the properties of the
input signal, but its high computational complex-
ity and numerical stability problems limit its use
in real time applications [8].

On the other hand, it is known that by im-
plementing adaptive �ltering in the transform do-
main, signi�cant improvements in the convergence
rate over the conventional time domain approach
are achieved [9]. Moreover in [10] various types of
the transform domain LMS algorithm were used
in tracking a class of time-varying plants.

In this paper, a parallel transform domain
equalizer called discrete cosine transform domain
parallel LMS (DCTPLMS) equalizer is proposed.
Our motivation for considering such an adaptive
equalizer is to retain the relative simplicity and
convergence achieved in[5] over the conventional
LMS based LTEs and DFEs as well as to incorpo-
rate some of the bene�ts of the computational ef-
�ciency and faster tracking performance acquired
by adaptation of equalizer coe�cients in the dis-
crete cosine transform domain.

In the next section, the basic concepts of tran
sform domain LTE and DFE adaptive equalizers
are introduced. Section 3 discusses the con�gura-
tion and formulation of the proposed DCTPLMS
equalizer. Section 4 presents the experimental
results obtained by computer simulations using
a second order Markov communication channel
model. Section 5 serves as the conclusion of the
paper by summarizing the results of the proposed
equalizer.

2 Transform Domain Equalizer

2.1 Transform Domain Adaptive Algo-

rithm

Transform domain adaptive �lters refer to LMS
�lters whose inputs are preprocessed with a uni-
tary data-independent transformation followed by
a power normalization stage. This preprocessing
mitigates the eigenvalue distribution of the input
autocorrelation matrix of the LMS �lter and, as
a consequence, ameliorates its convergence speed.

An LTE representation of the block diagram
of the transform domain adaptive �lter is shown
in Figure 1.

The transform vector Zn

Zn = [zn0; zn1; :::; zn(N�1)]
T (1)
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Figure 1: block diagram of the transform domain
adaptive �lter.

is related to the input vector

Xn = [xn; xn�1; :::; xn�(N+1)]
T (2)

by the orthogonal transformation:

Zn =WXn (3)

whereW is an N�N unitary matrix. The output
and the corresponding error signal are

yn = Z
T
nBn (4)

and
en = dn � yn (5)

respectively, where

Bn = [bn0; bn1; :::; bn(N�1)]
T (6)

is the transform domain weight vector. The LMS
algorithm[2] is used to recursively update the weight
vector Bn. The weight vector update equation is

Bn+1 = Bn + 2�Dnen�Zn (7)

where � is the adaptive step size andDn is N�N

diagonal matrix whose(i,i)th element is equal to
the power estimate of the ith transform domain
output zni. The (�:) denotes a complex conjugate.
Equations (4), (5) and (7) provide the adaptation
concept of transform domain LMS (TDLMS) al-
gorithm.

2.2 DCT Adaptive Filtering

In practical applications such as channel equal-
ization where the input and desired signals are all
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real valued, it is appropriate to use real-valued
orthogonal transforms such as the discrete cosine
transform (DCT).

Moreover, by using statistical analysis, Kim
and De Wilde [11] have shown that the DCTLMS
algorithm provides faster convergence rate rela-
tive to the LMS, normalized LMS (NLMS) and
variable step size LMS (VLMS) algorithms as well
as the discrete Fourier transform LMS (DFTLMS)
for a highly correlated input signals.

To implement the DCTLMS algorithm, the
N � N unitary transform matrix W represents
the discrete cosine transform. Each element of
W is de�ned, for i = 1; 2; :::; N , j = 1; 2; :::; N as
[12]

W (i; j) =

r
2

N
Kicos(

i(j + 1
2)�

N
) (8)

where Ki =
1p
2
for i = 0 and 1 otherwise.

3 The Proposed Method

3.1 Channel Model

The channel model assumed in this paper is given
by

xn =
LX
i=0

hi(n)un�i + vn (9)

where ho(n); h1(n); :::; hL(n) are the channel co-
e�cients, un is the transmitted sequence, and vn
is a white Gaussian noise uncorrelated with un.
The channel output xn becomes the input for the
equalizer.

3.2 DCTPLMS Equalizer

The DCTPLMS equalizer proposed in this pa-
per consists of two equalizer structures, an LTE
and a DFE, connected in parallel. In general,
transform domain DFE (TD-DFE)s [13] also ex-
hibit superior performance than their LTE coun-
terparts only when the input samples of the feed-
back �lter are correct. However, in case of rapid
time-varying channels, the feedback decisions will
not always be correct and TD-DFEs will su�er
from performance degradation due to the e�ect
of error-propagation as conventional DFEs do.

Therefore, a parallel DCTLMS-LTE and DCT
LMS-DFE structure whose adaptation scheme is
described in the next section is proposed. The
comparator in the proposed parallel structure en-
sures the preservation of, at least, the performance

of the discrete cosine TD- LTE section, during in-
tervals when incorrect decisions circulating in the
feedback path cause performance degradation of
the discrete cosine TD-DFE.

3.3 Adaptation Scheme

Figure 2 shows a block diagram of the DCTPLMS
equalizer in the training mode. Both the coe�-
cients of the LTE and DFE are individually and
simultaneously updated based on the error se-
quences eln and edn, respectively. The DCTLMS
algorithm is used as a common adaptation proce-
dure for both the LTE and the DFE. The com-
parator provides fn = eln if (eln)

2 � (edn)
2 and

fn = edn otherwise. Based on the comparator
output, the DCTPLMS equalizer outputs yln when
fn = eln, and ydn when fn = edn.

The DCTLMS-DFE equalizer is implemented
in such a way that the forward �ltering is car-
ried out in the transform domain, in the same
manner as the transform domain LTE, while the
feedback �ltering is accomplished in the time do-
main through a time-varying �nite impulse re-
sponse (FIR) �lter with uniform tap spacing.

Hence, by making some change of variables,
the transform domain weight update equation (7)
can be rewritten as the DCTLMS adaptation pro-
cedure of a TD-DFE as follows,

Cn = Cn�1 + 2�e(n) � [Dn; IMb
]�1Z0n (10)

where

� Cn = [Bn;Gn] is the TD-DFE coe�cient
vector.

� Z0n = [Zn;dn�1] is the TD-DFE input vec-
tor.

� Gn = [gn1; gn2:::; gn(Mb)]
T is the feedback

�lter coe�cient vector.

� dn�1 = [dn�1; dn�2; ::::; d(n�Mb)]
T is the de-

cision device output vector.

� IMb
is an (Mb)� (Mb) identity matrix.

The Mf �Mf diagonal power normalization ma-
trix is calculated using

Dn(i; i) = �Dn�1(i; i) + (1� �) � z2ni; (11)

i = 0; 1; :::;Mf � 1

where � is a positive constant close to but less
than one.
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Figure 2: Con�guration of the proposed DCTPLMS Equalizer.

Equation(10) can, thus, serve as the adapta-
tion procedure for an Mf +Mb length TD-DFE,
whereMf = N andMb are the lengths of the feed
forward and feedback �lters, respectively.

In the proposed DCTPLMS equalizer, if the
performance of the LTE is worse than the DFE,
then the output of the DFE is selected. And if the
performance of the DFE is worse than the LTE,
then the output of the LTE is selected. Therefore,
the parallel equalizer always provides better per-
formance than either the standard DCTLMS-LTE
or DCTLMS-DFE updated individually would pro-
vide.

However, since the proposed DCTPLMS struc-
ture requires a parallel adaptation of the DCTLMS-
LTE algorithm with DCTLMS-DFE algorithm,
the total computational complexity for implement-
ing the proposed DCTPLMS is approximately twice
of that required for implementing the DCTLMS-
LTE as the computational complexity of the DCT
LMS-DFE is nearly the same as that of the DCT
LMS-LTE. This implies, that there is a trade-o�
between increased performance and mathemati-
cal complexity. However, with VLSI digital pro-
cessors having increased computational resources
becoming cheaper and are readily available, the
bene�t of the proposed parallel structure is far
more advantageous than its drawbacks.

4 Simulation Results

The performance of the proposed DCTPLMS equal-
izer shown in Figure 2 was investigated using a
second order Markov communication channel model.
The channel equation is given by:

H(z) = h0(n) + h1(n)z
�1 + h2(n)z

�2 (12)

where the time variant coe�cients, h0(n), h1(n)
and h2(n) are generated by passing Gaussian white
noise at 2400 sample/s through second order But-
terworth �lters with 3 dB bandwidths on the or-
der of the fade rate. The input sequence of this
channel is an uncorrelated, pseudo-random sequence
with values of +1 or �1. This channel is an HF
channel model H3(z) used in [14].

Figures 3 shows mean square error (MSE) con-
vergence plots for the normalized LMS-LTE (dashed
line), normalized LMS-DFE (solid line), ABLMS-
LTE (dased line with �ve pointed star) [7], par-
allel NLMS LTE-DFE (dash line with cross)[5],
DCTLMS-LTE (solid line with triangle right), DCT
LMS-DFE (dotted line with diamond) and pro-
posed DCTPLMS (solid line with asterisk) equal-
izers at a channel fade rate fd = 2Hz and SNR =
20dB.

From Fig. 3 we can observe that the MSE
performance of the proposed DCTPLMS equal-
izer is more convergent and also retains the low-
est steady state MSE value. Thus, the proposed

Proceedings of the 2007 WSEAS Int. Conference on Circuits, Systems, Signal and Telecommunications, Gold Coast, Australia, January 17-19, 2007      122



0 100 200 300 400 500 600 700 800 900 1000
−12

−10

−8

−6

−4

−2

0

2

M
S

E
(d

B
)

No. of iterations

NLMS−LTE
NLMS−DFE
ABLMS−LTE
 Parallel NLMS LTE−DFE
DCTLMS−LTE
DCTLMS−DFE
Proposed DCTPLMS

Figure 3: Comparison of MSE convergence at a
channel fade rate fd = 2Hz.
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Figure 4: Comparison of BER performance
against additive noise at a channel fade rate of
5Hz.
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Figure 5: Comparison of BER performance
against fade rate at SNR = 20dB.

DCTPLMS equalizer has shown signi�cant im-
provement in tracking performance of rapidly time-
varying channels.

Figure 4 illustrates the BER performances of
the normalized LMS-LTE (dashed line), normal-
ized LMS-DFE (solid line), ABLMS-LTE (dased
line with �ve pointed star)[7], parallel NLMS LTE-
DFE (dash line with cross)[5], DCTLMS-LTE (solid
line with triangle right), DCTLMS-DFE (dotted
line with diamond) and proposed DCTPLMS (solid
line with asterisk) equalizers against additive noise
on a channel model with a channel fade rate of
fd = 5Hz.

Figure 5 illustrates the BER performances of
the normalized LMS-LTE (dashed line), normal-
ized LMS-DFE (solid line), ABLMS-LTE (dashed
line with �ve pointed star)[7], parallel NLMS LTE-
DFE (dash line with cross)[5], DCTLMS-LTE (solid
line with triangle right) DCTLMS-DFE (dotted
line with diamond) and the proposed DCTPLMS
(solid line with asterisk) equalizers against chan-
nel fade rate on a channel model corrupted with
an additive noise of SNR = 20dB.

The equalizers have a �lter length of 9 for
LTE structures while the DFE structures have a
forward �lter length of 7 and a backward �lter
length of 2. The step size parameter is � = 0:5
for the conventional NLMS, ABLMS and time do-
main parallel equalizers while it is set to � = 0:08
in case of the DCT domain LMS and proposed
DCTPLMS equalizers. Those parameters have
been optimized to provide the best performance
for the �lter structures used. The power normal-
ization factor � = 0:9 and a delay d = 4 have
been commonly used. 10,000 data samples were
used for simulating Figs. 4 and 5.

From Figs 4 and 5, we observe that the pro-
posed DCTPLMS exhibits a very signi�cant im-
provement in BER performance. Moreover, from
Fig. 5, we observe that the proposed equalizer is
highly robust against increase in fade rate. This
implies that the proposed DCTPLMS equalizer
has the best capability of compensating for ISI
under even severe fading channel conditions.

5 Conclusion

A new discrete cosine transform domain paral-
lel LMS equalizer known as DCTPLMS equalizer
has been proposed for the equalization of rapidly
time-varying multipath channels. Simulations have
demonstrated that the proposed equalizer shows
better MSE and BER performances than the con-
ventional LMS based equalizers as well as the
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standard DCTLMS-LTE and DCTLMS-DFE equal-
izers. Even though, the proposed DCTPLMS equal-
izer incurs some additional computational com-
plexity, the performance gains achieved highly out-
weigh the extra mathematical cost and, thus, the
trade-o� may be acceptable.
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