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Abstract: - It is important to find out interactive links between pairs of utterances in multi-party conversation like 
an online chat. Though the usage of linguistic information is necessary to do this, we showed the better 
performance to this criterion by using physical meta-information that consists of the number of conversation 
members, the distance between utterances, and the frequency of individual utterance. The result of the examination 
of Support Vector Machine (SVM) learning showed the accuracy is 81.3%, the precision is 74.3% and the recall is 
77.9% for link between same perosn’s utterances, and the accuracy is 80.3%, the precision is 71.1% and the recall 
is 66.8% for link between others’ utterances. The result of the examination without meta-information showed the 
accuracy is 63.9%, the precision is 50.9%, the recall is 53.3% for same person’s utterances, and the accuracy is 
79.5%, the precision is 74.7% and the recall is 57.0% for others’. These results showed we could find new links by 
using meta-information.  
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multi-party conversation, interactional structure analysis 
 
1   Introduction 
There are many character data in the Internet, for 
example online chat log data. These are very important 
language resources. However, it is difficult to analyze 
these data, because its structure is complex. Therefore, 
the research analyzing its structure becomes more 
important. As a part of the research, finding a semantic 
links for the multi-party conversation is very 
necessary.  

Several studies have been made on detecting the 
links between utterances [1][2][8][9]. In particular, it 
shows that the links could be learned by machine 
learning [1]. In these studies, the linguistic 
information; morpheme, words, and so on, is mainly 
used as detecting measure. However, it is quite likely 
that using meta-information is effective method to the 
character based dialogue data that lack the nonverbal 
information like an online chat. 

In this paper, we propose a method of finding new 
links for character based multi-party conversation 
with linguistic information and some meta-data. We 
had the link learned by Support Vector Machine 
(SVM) [3]. The result of the examination of SVM 
showed the accuracy is 81.3%, the precision is 74.3% 
and the recall is 77.9% for link between same person’s 

utterances, and the accuracy is 80.3%, the precision is 
71.1% and the recall is 66.8% for link between others’ 
utterances. The result of the examination without 
meta-information showed the accuracy is 63.9%, the 
precision is 50.9%, the recall is 53.3% for same 
person’s utterances, and the accuracy is 79.5%, the 
precision is 74.7% and the recall is 57.0% for others’. 
These results showed we could find new links by using 
meta-information. 
 
 
2   Define of links between utterances 
First, we define the links between utterances, and next, 
we express the link between utterances. 
 
2.1   Dialogue and utterance 
The dialogue D is structured the list of conversation 
participants M and the list of utterances U, and 
expressed the following formula (1). 

( )UMD ,=  (1) 
The list M is expressed the following formula (2). 
M_NUM is a number of participants, and 2 or more 
without fail. 

{ }NUMMmmmM _21 ,,, ･･･=   (2) 
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The list U is expressed the following formula (3). In 
the formula (3), ut is an utterance at a time t, and a 
Speaker of ut is expressed m(ut). 

{ }nuuuU ,,, 21 ･･･=  (3) 
 
 
2.2   Links between utterances 
We define that there is a link between utterance ui and 
utterance uj, when there is semantic relation between 
ui and uj, or uj is caused by ui.  

We show an example of the links between 
utterances as follows (Figure 1). In the Figure 1, the 
arrows indicate the links between utterances. 
 
 
  t   m(ut) ut 
 1    A    You should ready your graduation thesis  

from now. > C 
 2    B    Form the second grade of junior  

high-school? 
 3    C    I’m still 13 years old. > A 
 4    A   Wow! You have 9 years!  You can easy to 

write it. > C 
 5    A   Your research is very difficult to me.> B 
 6    A   When did you start your research? > B 
 7    B   This year. 

Figure 1. Example of links between utterances. 
 

In Japanese online chat, they specify the recipients 
of their utterance using the special sign (e.g. “>”). 

The links exist not only between others’ utterances, 
but also between same parson’s utterances (Figure 2). 
 

T   m(ut) ut 
1    A     I must submit this paper by 15:00 o’clock. 
2    A     Oh! The time limit is 14 o’clock,  

not 15 o’clock. 
3    B     Hurry! 
Figure 2. Example of links between same person’s 

utterances. 
 

 Two or more sentences might be included in one 
utterance. And each sentence might have a link to 
different utterance. Therefore, we divided sentences so 
that an utterance consists of a sentence (Figure 3). 
 
 
 
 
 
 

t    m(ut) ut 
1    A    I heard you went to the park yesterday.>C 
2    B    What did you do in the park? > C 
 
3    C    Yes, I went to the park yesterday. I played 
  soccer in there. 

 
1    A    I heard you went to the park yesterday. > C 
2    B    What did you do in the park? > C 
3    C    Yes, I went to the park yesterday.  
4    C    I played soccer in there. 

Figure 3. Example of dividing utterance including two 
or more sentences. 

 
 
3   Learning of links between utterances 
In this paper, we tried to learn the links between 
utterances by SVM [3] from linguistic information and 
some meta-information. The meta-information should 
be easy to get from any dialogue data. We suggested 3 
elements for meta-information, the number of 
conversation participants, the distance between 
utterances, and the frequency of individual utterance. 

We use 5 elements; consist of 2 linguistic elements 
and 3 elements of meta-information following Table 1, 
as attribute for SVM. 
 

Table 1. 2 linguistic elements and 3 elements of 
meta-information. 

 
 
 

3.1   Linguistic information 
The linguistic information is obtained by natural 
language processing, e.g. morphological analysis, 
syntactic analysis, and pattern matching and so on. We 
use 2 elements from linguistic information; the 
relation of sentences and the information of 
Recipients. 
 
3.1.1   Relation of sentences 
The relation of sentences expresses the possibility of 
relation between two utterances. In many other 
researches, this relation is main element to detect the 
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links, and approximated by various elements, for 
example words, morpheme, heuristic rule, etc. In this 
paper, we simply use bi-gram of Dialogue Acts (DA) 
[5][6][7] as the relation of sentences. We use 18 kind 
of DA [6]: greeting, farewell, opinion, intention, fact 
explanation, reason, question (wh), question (yes-no), 
check, request, suggest, affirmation, negation, 
deliberation, apology, surprise, gratitude, and 
NO_DA. 

We consider that the relation of sentences is able to 
approximate by the bi-gram of DA. For example, 
when the bi-gram probability of greeting-greeting is 
high, it is quite likely that an utterance whose DA is 
“greeting” links to other utterance whose DA is 
“greeting”, too. On the other hand, when the bi-gram 
probability of greeting-negation is low, it is not quite 
likely that an utterance whose DA is “greeting” links 
to other utterance whose DA is “negation” (Figure 4). 
 
  t m(ut) ut [DA] 

1 C Did you go to the park yesterday?  
[question (yes-no)]    

A has joined conversation. 
2 A Hello. > all [greeting] 
  
3 B No, I didn’t. [negation] 
4 C Hello > A [greeting] 

 
Figure 4. Relation of sentences and bi-gram of DA 

 
However, the values of bi-gram depend on the 

situation that the speakers of two utterances are the 
same or others. For example, when the speakers are 
same person, the bi-gram probability of 
greeting-greeting is low, and when the speakers are 
not same person, the bi-gram probability of 
greeting-greeting is high (Figure 5).  

 
t m(ut) ut [DA] 
A has joined conversation. 
1 A Hello. > all [greeting] 
2 B Hi > A [greeting]        
C has joined conversation. 
3 C Hello [greeting]           
4 A Hello > C [greeting] 

 
Figure 5. Difference of bi-gram probability by 

speakers 
 
   Hereafter, we express DA of the utterance at time t 
as “DAt”. 
 

 
3.1.2   Information of Recipients 
The information of recipients is important to detect 
links from multi-party conversation. In Japanese 
online chat, they specify the recipients of their 
utterance using the special sign (e.g. “>”). We can 
easily gain information of recipients using this 
expression. We express recipients at utterance ut as 
r(ut). 

If an utterance includes this expression, we can 
consider that the utterance was spoken to others. For 
this reason, the information if r(ut) is NULL is 
important. Secondly, it is reasonable to suppose that if 
r(ui) includes m(uj) then the link is more likely to exist 
between utterance ui and uj (Figure 6). 
 

t m(ut) ut [DA] 
1 A What did you do yesterday?  
2 B I caught a cold. > A 
3 A Excuse me. > C 
4 C Are you OK? > B 
5 C What? > A 

   
    u3 is more likely to link to u4 and u5 
 
Figure 6. Possibility of existing links from information 

of recipients at the utterance ui 
 

In Figure 6, the utterance u3 is more likely to link to 
the after utterances whose speaker is participant “C”, 
e.g. utterance u4 and u5, because recipient of the 
utterance u3 is “C”. 

However, it is possible that utterance ui link to 
utterance uj whose speaker is not recipient of ui. Thus, 
we assume that if r(uj) includes m(ui) then the link is 
more likely to exist between utterance ui and uj (Figure 
7). 

 
t m(ut) ut [DA] 
1 A What did you do yesterday?  
2 B I caught a cold. > A 
3 A Excuse me. > C 
4 C Are you OK? > B 
5 C What? > A 

 
      u1 and u3 are more likely to link to u5 
 
Figure 7. Possibility of existing links from information 

of recipients at the utterance uj 
 

In Figure 7, the utterance u5 is more likely to link 
from the before utterances whose speaker is 

High probability

Low probability

Low probability High probability
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participant “A”, e.g. utterance u1 and u3, because 
recipient of the utterance u5 is “A”. 

According to these two rules, the link is the most 
likely to exist between utterance u3 and u5 in Figure 6 
and 7. 
 
 
3.2   Meta-information 
We suggested 3 elements as meta-information, the 
number of conversation participants, the distance 
between utterances, and the frequency of individual 
utterance. The elements of meta-information should 
be gained from any dialogue systems. These three 
elements can be gained from any dialogue system, 
although some elements like the time of utterance 
depend on the system. 

 
3.2.1   Number of conversation participants and 
the distance 
We examined the relation between number of 
participants and distance of utterances where the links 
exist from the log data of the conversation whose 
number of participants is 2 to 10. Table 2 shows the 
rate of utterance to each number of participants and 
distance between utterances. Figure 8 is a graph of 
Table 2. The rate of the utterance in which a link does 
not exist was about 40% by each number of 
participants. In Table 2, the shading cells show the 
maximum distance among cells having over 1%. 

 
Table 2. Rate of utterance to each number of 
participants and distance between utterances 

 
 

 

Figure 8. Graph of the rate of utterance to each number of 
participants and distance between utterances 

 
From these shading cells in Table 2, we realize that 

the most of cells of maximum distance are located in 
about three plus each participant. Therefore, we define 
the maximum distance at time t “Nt” expressed by the 
following formula (4). 

3_ += NUMtMNt     (4) 
  *M_NUMt is number of participants at time t 
 

From Figure 8, it seems quite probable that the 
exponential relation exist between number of 
participants and distance. We consider that the number 
of participants emphasizes the influence from 
distance. 
 
 
3.2.2   Frequency of individual utterance 
We assume that the main participant exists in the 
conversation, and the links are more likely to exist 
between the main participant’s utterances and others’. 
We use the frequency of individual utterance, because 
we consider that the main participant has lots of 
utterances. We define the frequency of individual 
utterance to following; 
   “The frequency of individual utterance is the rate of 
utterances of participant m(uj) from ui-Ni to ui-1. Here, 
Ni is the maximum distance at time i.” 
 
 
3.3   Case data of learning 
First, we collected log data of online chat from the 
Internet. The log data included 533 utterances by 3-12 
participants. Second, we added information of speaker, 
DA, recipients, and number of participants. We 
attached all suitable tags from 18 kinds about 
information of DA. If a given utterance included an 
expression of recipients, we attached all of 
participants as information of recipients, and we 
attached “NULL” if the utterance did not include the 
expression. The utterances including the expression 
occupied 38.9% of all. Third, we made the learning 
data for SVM by following method (Figure 9). In 
Figure 9, the line which has begun from the expression 
‘//’ means a comment out. As a result, we gained 600 
positive samples and 4500 negative samples, and we 
used 600 positive samples and 1200 negative samples 
for learning. 
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repeat 
    for i = 1 to End_Of_Data -1 
    // End_Of_Data = 533 
      repeat 
         for j = i + 1 to i + Ni 
            if the link exist between ui and uj  
               then positive sample 
            else 
               then negative sample 
         end for 
      until j > End_Of_Data 
   end for 
end 

Figure 9. Algorithm of making learning data 
 
 
3.4   Learning of links by SVM 
We used the systems of SVM [3] (TinySVM [4]) in 
the 6 fold cross-validation with the attribute showed 
Table 3. The system of SVM learned with the 
following attribute pattern in order to examine 
influence to the links by each attribute. 

 
(1) Linguistic + Meta: (A) + (B)  
(2) Linguistic: (A) 
(3) Linguistic + Number of participants: (A) + (B-1) 
(4) Linguistic + Distance: (A) + (B-2) 
(5) Linguistic + Frequency of utterances: (A) + (B-3) 
(6) Linguistic + Number of participants + Distance: 

(A) + (B-1) + (B-2) 
(7) Linguistic + Number of participants + Frequency 

of utterances: (A) + (B-1) + (B-3) 
(8) Linguistic + Distance + Frequency of utterances: 

(A) + (B-2) + (B-3) 
 

We illustrated the result of learning in Table 4 and 
Table 5. Table 4 shows the result of learning links 
between same person’s utterances, and Table 5 shows 
the result of learning between others’ utterances. 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3. Attribute for SVM 

 
 

Table 4. Result of learning links between same 
person’s utterances 

 
 

Table 5. Result of learning links between others’ 
utterances 

 
 
 
In Table 4 and 5, the accuracy, the precision and the 
recall are defined the following formulas.  
 

nnpnnppp
nnppaccuracy

+++
+

　＝　  (5)
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pnpp
ppprecision
+

　＝　  (6)

nppp
pprecall
+

　＝　  (7)

recallprecision
recallprecisionvalueF

+
××

=
2_  (8)

 
*Where pp: true positive, pn: false positive, 

np: false negative and nn: true negative. 
 

 
4   Consideration 
In the matter of detecting the links between same 
person’s utterances, the result of SVM clearly shows 
that the information of distance is an important 
element to detect the links. We understood that the 
links between same person’s utterances did not depend 
on the number of participants from the result of an 
attribute “Linguistic + Number of participants” in 
Table 4. We can read that the information of the 
frequency of utterances backs up the influence from 
the information of the distance between utterances. 

In the matter of detecting the links between others’ 
utterances, the result of SVM clearly shows that the 
information of distance greatly influences the links 
with the information of number of participants or the 
frequency of utterances. 

We can see the recall is rising by using 
meta-information compared with only linguistic 
information in Table 4 and Table 5. From these 
viewpoints, one may say that our system could find the 
new links that it was difficult to find from only 
linguistic information by using meta-information. 

A further direction of this study will be to improve 
the estimation accuracy, the precision, and the recall 
from the linguistic elements. For example, it is 
considered that an effective method is to use the 
information of Rhetorical Relation. In addition to this, 
it may also be effective method to add other 
meta-information. 

 
 
5   Conclusion 
We proposed the method of learning the links between 
two utterances with SVM using meta-information. 
Our system could find the new links that it was 
difficult to find from only linguistic information by 
using meta-information.  

The result of the examination of SVM learning 
showed the accuracy is 81.3%, the precision is 74.3% 
and the recall is 77.9% for link between same person’s 

utterances, and the accuracy is 80.3%, the precision is 
71.1% and the recall is 66.8% for link between others’ 
utterances. The result of the examination without 
meta-information showed the accuracy is 63.9%, the 
precision is 50.9%, the recall is 53.3% for same 
person’s utterances, and the accuracy is 79.5%, the 
precision is 74.7% and the recall is 57.0% for others’. 
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