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Abstract: - The security problem of speech communication has always been a demanding problem in military 
and business areas. A common approach to realizing end-to-end security is the use of a scrambler. Most of the 
scramblers are based on permutation of speech signals in the time domain and/or frequency domain. On the 
other hand, descramblers are used to eavesdrop information from scrambled speech signals. In this paper we 
propose a new approach to implement a descrambler. We treat the descrambling problem as a puzzle solving 
problem. In this considered puzzle problem, each piece is a rectangular-shaped gray scaled image puzzle. We 
propose two different methods to assemble puzzles. While the first method is based on human heuristics, the 
second method is based on the Ant Colony System (ACS) algorithm. Sixty scambled images were used to test 
the proposed methods. 
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1   Introduction 

Secure speech communications have been a major 
concern in the military and business areas. The 
techniques for achieving end-to-end security of 
speech communications have been evolved over 
many years [1]-[11]. These techniques can be 
dichotomized into two categories: digital speech 
encryptors and analog speech scramblers. Digital 
speech encryptors can offer high grade security via 
the use of encryption; however, they usually require 
high bit rates to maintain speech quality. Therefore, 
analog speech scramblers, which can provide 
considerable grade security with acceptable speech 
quality, are still widely adopted in many applications.  

The aim of an analog scrambler is to corrupt a 
speech signal as much as possible to prevent 
eavesdroppers from tapping information from 
communication channels, but the scrambled speech 
signal can still be recovered to an intelligible speech 
signal at the destination. Speech signals can be 
scrambled in either the time domain or the frequency 
domain. There are two main ways to scramble speech 
signals in the time domain [3]. They are time element 
reversal and time element permutation. As for the 
frequency domain scramblers, there are also two 
main approaches: inverters and band scramblers. 

To increase security, a hybrid scrambler which 
scrambles speech signals in both time and frequency 
domain is usually adopted. A practical example of a 
speech signal scrambled in both time and frequency 
is shown in Fig. 1. The original speech signal in time 
domain is shown in Fig. 1(a) and its corresponding 
spectrogram is shown in Fig. 1(c). We scramble the 

speech signal in both time and frequency domain. 
The scrambled spectrogram is shown in Fig. 1(d) and 
its corresponding speech signal in time domain is 
shown in Fig. 1(b). If we directly output the 
scrambled signal via a speaker we won’t be able to 
tell what message was conveyed by this voice signal. 
For a scrambled signal with M  frequency bands and 
N  time segments, if there is no information about 
how the signal was scrambled we are unable to 
recover the signal from the scrambled signal since 
there are )!( NM ×  permutations. Therefore, it is a 
challenge to descramble scrambled signals. 

 

  
(a)                                   (b) 

  
(c)                                   (d) 

Fig. 1. The idea of scrambling a speech signal: (a) the 
original speech signal in time domain, (b) the 
scrambled speech signal in time domain. (c) the 
original spectrogram, and (d) the scrambled 
spectrogram. 

 
In this paper, we propose an interesting approach 
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to descramble scrambled signals. We regard the 
problem of descrambling scrambled signals as a 
puzzle solving problem. For this special puzzle 
problem, each puzzle piece is a rectangular-shaped 
gray scaled image. We propose two different methods 
to assemble puzzles. While the first method is based 
on human heuristics, the second method is based on 
the Ant Colony System (ACS) algorithm [12]-[14]. 
The remaining of this paper is as follows. Section 2 
gives a brief review of puzzle problems. Section 3 
introduces the algorithm for solving the puzzle 
problem. The simulation results are presented in 
section 4. Finally, section 5 concludes the paper. 

 
2   Background 

In this section we will briefly review the puzzle 
problem. Puzzle problems are popular benchmarks 
for the evaluation of techniques such as computer 
vision, artificial intelligence, etc. many studies have 
been done to solve many different types of puzzle 
problems. In [15], two combinatorial puzzles, the 
n-Queen problem and polynomino puzzle problem, 
were solved by using a neural-network-based energy 
minimization method. While the goal of the n-Queen 
problem is to place n queens on an nn×  chessboard 
such that they cannot capture one another, the goal of 
the polynomial puzzles problem is to fill variously 
shaped polynominoes exactly in a rectangle board. 
Yamamoto et al. proposed a neuro-based 
optimization algorithm for the 3-D rectangular puzzle 
problem whose goal is to arrange the irregular-shaped 
blocks to perfectly fit into a fixed 3-D rectangular 
shape [16]. Two new approaches based on the 
Hopfield network were proposed to solve another 
kind of puzzle problem. In this of puzzle problem, 
there is a 55×  table, numbered 1 to 24 together with 
an empty box, used for moving the numbers [17]. The 
goal of this puzzle problem is to use the empty box to 
move the numbers around and finally end with the 
numbers sorted in ascending order. 

In addition to the aforementioned puzzle problems, 
the jigsaw puzzle problem is another well known 
benchmark since it can be applied to diverse practical 
problems such as restoration of archaeological 
findings, repair of broken objects, molecular docking 
problem for drug design, etc [18]. Many different 
approaches have been proposed to solve the jigsaw 
puzzle problems [18]-[29]. A jigsaw puzzle solving 
system usually involves many techniques such as 
computer vision, partial boundary matching, pattern 
recognition, and combinatorial optimization. While 
some approaches [19]-[24] principally utilize the 
geometric shape information of the puzzle pieces, the 
jigsaw puzzle solver proposed in [18] uses chromatic 

information and partial boundary information. The 
assembly algorithms employed at the final stage can 
be roughly divided into three approaches. One 
approach purely depends on the trial-and-error 
scheme to assemble puzzle on the piece-by-piece 
basis [26]. Some approaches utilize heuristics to 
reduce the search space and then regard the assembly 
problem as the traveling salesman problem [18], [25]. 

In this paper, we consider a special puzzle 
problem where the shape of each puzzle piece is a 
rectangle. To our best knowledge, only one article 
addressed such a puzzle problem [30]. Toyama et al. 
proposed a GA-based approach to solve the rectangle 
piece puzzle assembly problem. In the problem 
considered by them, the shape of each puzzle piece is 
a rectangle and a picture of each puzzle is a black-and 
white image. In addition, they assume that each 
puzzle piece does not rotate. Fig. 2 illustrates such a 
puzzle problem. 

 

  
(a)                                     (b) 

Fig. 2. An example of a rectangular puzzle problem: 
(a) the original image, and (b) the scrambled puzzle 

with 8 x 8 pieces. 
 

3   The Assembly Method 
For a puzzle problem with NM ×  

rectangular-shape gray scaled image pieces, there are 
)!( NM ×  permutations. Therefore, it is a challenge 

to solve puzzle problems when the number of puzzle 
pieces is large. 

We propose two different methods to solve this 
kind of puzzle problems. The first method referred to 
as the heuristic method which is based on common 
human heuristics in puzzle assembly. The second 
method is to apply the ACS algorithm to assemble 
puzzles. 

 
3.1 The Heuristic Method 

For jigsaw puzzles, puzzle pieces can be divided 
into three classes: (1) corner pieces where each piece 
is with two straight edges, (2) one-edge pieces where 
each piece is with one straight edge, and (3) internal 
pieces where each piece is without straight edge [24]. 
One may first assembly outer frame pieces which are 
consisted of corner pieces and one-edge pieces. Then 
a greedy algorithm can be used to assemble the 
interior [22]. Unfortunately, puzzle pieces in our 

Proceedings of the 2007 WSEAS International Conference on Computer Engineering and Applications, Gold Coast, Australia, January 17-19, 2007      172



puzzle problems are all of the same shape. Therefore, 
straight line sides can’t be used to decide which 
pieces are corner pieces since each piece has four 
straight lines.  

In this paper, we first propose to adopt the 
heuristic method to assemble puzzle pieces. The goal 
of the assembly procedure is to place puzzle pieces in 
the scrambled map to their correct locations in the 
destination puzzle map as shown in Fig. 3. Before we 
present the heuristic method, we have to introduce 
the definitions of the so-called “vertical distance” 
and “horizontal distance”. Similar to the distance 
definition proposed in [30], the distance between two 
pieces is defined as the root mean square error 
between every adjacent pixel pair on the touching 
border line of two pieces. Then the vertical 
(horizontal) distance is the distance between two 
vertically (horizontally) connected pieces, as shown 
in Fig. 4. 

 

 
 

Fig. 3. The three cases when the ith puzzle piece in 
the scrambled puzzle map is assigned to the location 

(h, k) of the destination puzzle map. 
 

 
 

Fig. 4. The distance definition. 
 
The first thing we need to decide is which piece is 

the upper left corner piece. After the upper left corner 
piece has been found, the piece which has the 
smallest “horizontal distance” to the upper left 
corner piece is chosen to be the second piece on the 
first row of the puzzle. The remaining pieces on the 
first row can be chosen according to the same rule. 
After the first row has been decided, the piece which 
has the smallest “vertical distance” to the upper left 

corner piece is chosen to be the first piece on the 
second row of the puzzle. According to the same 
rules all the remaining pieces can be found piece by 
piece until all pieces are placed to their correct 
positions. 

Now we return to the method of finding the upper 
left corner piece. The simplest way is to try each 
piece as a tentative upper left corner piece and then 
proceed to assemble the remaining pieces. Finally, 
the best resultant puzzle from the NM ×  resultant 
puzzles is chosen to be the solution. The measure for 
evaluating the quality of the resultant puzzle will be 
given in Eq. (5). 

From many simulation results, we found that the 
heuristic method could have 50% chance of 
successfully solving puzzle problems. We propose to 
adopt the ACS algorithm to further improve the 
performance of the heuristic method. 

 
3.2 The ACS-Based Method 

Recently, the social insect metaphor for solving 
problems has attracted a lot of attention from many 
different fields [31]-[32]. The ant colony 
optimization approach initiated by Dorigo [12]-[14], 
in collaboration with Colorni and Dorigo [33], has 
been receiving increasing amounts of attention due 
to its simplicity. The basic idea of the ACS algorithm 
is to use a positive feedback mechanism based on an 
analogy with the trail-laying and trail-following 
behavior of ants to reinforce those portions of good 
solutions that contribute to the quality of these 
solutions [31]. 

Instead of directly apply the original ACS 
algorithm to solve the puzzle problem we have to 
make several modifications in order to make the 
ACS algorithm to fit our problem. The probability 
for ant k to go from the ith puzzle piece to the jith 
puzzle piece while building its tth tour is according 
to the following transition rule: 

 

∑∈
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where β is an adjustable parameter which controls 
the relative weight of the visibility, ijη . The set k

iJ  
is consisted of the pieces which have to be visited by 
ant k when the ant is on piece i. The visibility , ijη  , is 
the so-called visibility which is based on strictly 
local information and represents the heuristic 
desirability of choosing puzzle piece j when in 
puzzle piece i. The trail intensity, ijτ , is the virtual 
pheromone trail which represents the learned 
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desirability on the edge connects the ith puzzle piece 
to the jth puzzle piece. Note that at the first iteration, 
the piece j with the largest value of k

ijP is selected. 
Assume that piece i has been assigned to the 

location (h, k) of the destination puzzle map. The 
value of the visibility, ijη , is defined according to 
which one of the following three cases is met (as 
shown in Fig. 4). 

 
Case 1:  If 11and1 −≤≤= Nkh  then 

),(/1 jihij ppd=η . 
Case 2:  If 11and −≤≤= MhNk then 

),(/1 )1,( j
d
hvij ppd=η . The puzzle piece, d

hp )1,( , 
represents the puzzle piece which has been assigned 
to the location (h,1) of the destination puzzle map. 
Case 3:  For the other situations, 

)],(),(/[1 1,1( j
d

khvjihij ppdppd +−+=η . The puzzle 

piece, d
khp )1,1( +− , represents the puzzle piece which has 

been assigned to the location (h-1,k+1) of the 
destination puzzle map. 
 

The tour length visited by each ant is computed as 
follows: 
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The tour length is a measure which reflects the 
degree of the completeness of the resultant puzzle 
map assembled by ant k. 

The pheromone trail information is updated 
on-line during the problem solving procedure to 
reflect the experience acquired by ants. After the 
completion of an assignment, the ant that generated 
the best tour is allowed to globally update the 
concentrations of pheromone on the edges belonging 
to the best tour as follows: 

 
)()()1()( ttt ijijij ττρτ ∆+−←   (3) 

+=∆ Ltij /1)(τ     (4) 
 

where +L is the length of the best tour. In addition to 
the global updates, local updates of pheromone trails 
will be performed to make other potential solution 
can emerge. Detailed descriptions about AS and 
ACS algorithm can be found in [31]. 
 

4   Simulation Results 
Twenty images downloaded from the database in 

the Web site Caltech 101 [34] were used to evaluate 
the performance of the proposed puzzle-solving 
methods. Fig. 5 shows some examples of the images 
used in our experiments. Each image was divided 
into three different sizes, 44× , 64× , and 84× . 
Then each divided image was randomly scrambled to 
consist of the data set to be solved by our methods. 

Two measures were used to evaluate the 
performance of the proposed methods. The first 
measure was the ratio of the number of the correct 
resultant puzzle maps to the number of the total 
scrambled puzzle maps. The second measure reflects 
how much completeness has been improved. These 
two measures are defined as follows: 

 

imagestotaltheofNumber
imagescorrecttheofNumberCr =   (5) 

%100×
−
−

=
os

rs
c CC

CCC    (6) 

 
where Co, Cs, and Cr represent the completeness 
degree of the original image, the scrambled image, 
and the resultant image, respectively. The degree of 
completeness is computed by Eq. (2). Note that the 
completeness degree of the original image is not zero 
as we originally expect. 

 

   
 

   
(a) 

   
 

   
(b) 

Fig. 5. Some testing images. (a) The original images. 
(b) The scrambled images. 
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(a) 

   
 

   
(b) 

Fig. 6. Some resultant images. (a) The unsuccessful 
images achieved by the heuristic method. (b) The 
successful results achieved by the ACS-based 
method.  

 
Table 1. The performance achieved by the proposed 

methods. 
Methods Measure 4 x 4 4 x 6 4 x 8

rC  50% 50% 50% Heuristic  

Method 
cC  93.08 91.08 93.96

rC  75% 70% 60% ACS-based 

Method 
cC  98.67 97.84 97.25

 
Table 1 shows the performance achieved by the 

two methods. The ACS-based method outperformed 
the heuristic method based on the comparisons of the 
two measures. For the ACS-based method, the 
smaller the number of the puzzle pieces the better the 
performance could be achieved. Fig. 6 shows the 
images which could be successfully solved by the 
ACS-based method but not the heuristic method. 

 
5   Conclusions 

In this paper we treat the descrambling problem 
as a special puzzle solving problem. In this 
considered puzzle problem, each piece is a 
rectangular-shaped gray scaled image puzzle. Two 
different approaches to solving assemble the special 
puzzles were proposed. The first method is based on 

common human heuristics. It is very straightforward 
but effective for many puzzles problems. For some 
puzzle problems where the first approach doesn’t 
work well, the second approach which is based on 
ACS algorithm can provide appealing solutions. 
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