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1 Introduction

The concepts of controllability and observability, in-
troduced by Kalman for 1D systems were extended to
2D systems for Roesser [9], Fornasini and Marchesini
[2], and Attasi [1] models; in order to keep their rela-
tionship with minimality, new concepts of modal con-
trollability and modal observability were introduced
in [6].

In this paper a class of 2D continuous-discrete
time-variable linear systems is studied, which is re-
lated to Attasi’s 2D discrete model and represents the
extension to time-variable framework of the hybrid
systems introduced in [8]. Such systems can appear
in various problems as signal and image processing,
seismology and geophysics, control of multipass pro-
cesses, iterative learning control synthesis [5] or repet-
itive processes [3].

The state and output formulæ for these systems
are established in Section 2 and the notions of com-
plete reachability and complete observability are de-
fined. These properties are characterized by means of
the full ranks of suitable 2D reachability and observ-
ability Gramians.

Section 4 is devoted to time-invariant 2D
continuous-discrete systems and a list of criteria of
reachability and observability is provided. The duality
between the two concepts is emphasized.

In Section 5 the relation between reachability, ob-
servability and minimality is established.

∗WSEAS Transactions on Mathematics, ... (2007), ...

2 The state space representation of
the 2D continuous-discrete systems

We consider the linear spacesX = Rn, U = Rm

andY = Rp, called respectively thestate, input and
output spaces. The time set isT = R× Z.

Definition 1 A two-dimensional continuous-
discrete linear system (2Dcd) is a quintuplet
Σ = (A1(t, k), A2(t, k), B(t, k), C(t, k), D(t, k)) ∈
Rn×n × Rn×n × Rn×m × Rp×n × Rp×m with
A1(t, k)A2(t, k) = A2(t, k)A1(t, k) ∀(t, k) ∈ T ,
where all matrices are continuous with respect to
t ∈ R for anyk ∈ Z; the state space representation
of Σ is given by the state and output equations

ẋ(t,k+1)=A1(t,k+1)x(t,k+1)+A2(t,k)ẋ(t,k)
−A1(t, k)A2(t, k)x(t, k) + B(t, k)u(t, k) (1)

y(t, k) = C(t, k)x(t, k) + D(t, k)u(t, k) (2)

whereẋ(t, k) = ∂x
∂t (t, k).

Let us denote byΦ(t, t0; k) or ΦA1(t, t0; k) the
(continuous) fundamental matrix ofA1(t, k) with re-
spect tot ∈ R, for any fixedk ∈ Z. Φ(t, t0; k) has
the following properties, for anyt, t0, t1 ∈ R:

i) d
dt

Φ(t, t0; k) = A1(t, k)Φ(t, t0; k),

ii) Φ(t0, t0; k) = In,

iii) Φ(t, t1; k)Φ(t1, t0; k) = Φ(t, t0; k),
iv) Φ(t, t0; k)−1 = Φ(t0, t; k). (3)
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.
If A1 is a constant matrix, thenΦ(t, t0; k) =

eA1(t−t0).
The discrete fundamental matrixF (t; k, k0) of

the matrixA2(t, k) is defined byF (t; k, k0) =

=

{
A2(t,k−1)A2(t,k−2) · · ·A2(t,k0) for k > k0

In for k = k0

for any fixedt ∈ R.
If A2 is a constant matrix, thenF (t; k, k0) =

Ak−k0
2 .

Φ(t, t0; k) andF (s; l, l0) are commutative matri-
ces for anyt, t0, s ∈ R andk, l, l0 ∈ Z sinceA1(t, k)
andA2(t, k) are commutative matrices.

Definition 2 A vector x0 ∈ X is said to be
the initial state ofΣ at the moment(t0, k0) ∈ T if, for
any (t, k) ∈ T with (t, k) ≥ (t0, k0) the following
conditions hold:

x(t,k0)=Φ(t, t0;k0)x0, x(t0,k)=F (t0; k,k0)x0. (4)

In [7] it was proved:

Proposition 3 The state of the systemΣ at the mo-
ment(t, k) ∈ T determined by the controlu(·, ·) and
by the initial statex0 ∈ X is

x(t,k)=Φ(t,t0;k)F (t0;k,k0)x0+∫ t

t0

k−1∑
l=k0

Φ(t, s; k)F (s; k, l + 1)B(s, l)u(s, l)ds. (5)

By replacing the statex(t, k) given by (5) in the
output equation (2) we obtain

Proposition 4 The input-output map of the systemΣ
is given by the formula

y(t,k)=C(t,k)Φ(t,t0;k)F (t0;k,k0)x0+
∫ t

t0

k−1∑
l=k0

C(t,k)

Φ(t, s; k)F (s; k,l+1)B(s,l)u(s,l)ds+D(t,k)u(t,k). (6)

3 Reachability and observability
of time-variable 2D continuous-
discrete systems

For the concept of reachability we need only the
state equation (1), hence a 2Dcd system can be re-
duced to the tripletΣ = (A1(t, k), A2(t, k), B(t, k)).
For observability the system can be reduced to
the triplet Σ = (A1(t, k), A2(t, k), C(t, k)). For

both notions a system will be a quadrupletΣ =
(A1(t, k), A2(t, k), B(t, k), C(t, k)).

By (s, l) < (t, k) we means ≤ t, l ≤ k and
(s, l) 6= (t, k).

A triplet (t, k, x) ∈ R × Z × X is said to be a
phaseof Σ if x is the state ofΣ at the moment(t, k)
(i.e. x = x(t, k), wherex(t, k) is given by (5)).

Definition 5 A phase(t, k, x) of Σ is said to be
reachable if there exist(t0, k0) ∈ T , (t0, k0) <
(t, k) and a controlu(·, ·) which transfers the phase
(t0, k0, 0) to (t, k, x).

A phase(t, k, x) is said to be controllableif there
exist (t1, k1) ∈ T , (t1, k1) > (t, k) and a control
u(·, ·) which transfers the phase(t, k, x) to (t1, k1, 0).

If for some fixed(τ, χ) ∈ T every phase(τ, χ, x)
is reachable (controllable), the systemΣ is said to be
completely reachable(completely controllable) at the
moment(τ, χ).

Definition 6 A phase (τ, χ, x) is said to be
unobservableif for any control u it provides the
same outputy(s, l) for (s, l) ≥ (τ, χ) as the phase
(τ, χ, 0). In this case the statex ∈ X is said to be
unobservable at(τ, χ).

The system Σ is said to be
completely observable at(τ, χ) if there is no
state unobservable at(τ, χ).

Definition 7 The matrices

RΣ(t, τ ; k, χ)=
∫ τ

t

χ−1∑
l=k

Φ(τ, s;χ)F (s;χ, l+1)×

B(s, l)B(s, l)T F (s;χ, l + 1)T Φ(τ, s;χ)T ds, (7)

OΣ(τ, t;χ, k) =
∫ t

τ

k∑
l=χ

Φ(s, τ ; l)T F (τ ; l, χ)T ×

C(s, l)T C(s, l)F (τ ; l, χ)Φ(s, τ ; l)ds. (8)

are called respectively the reachability Gramianand
the observability Gramianof Σ.

We have proved in [8]:

Theorem 8 Σ is completely reachable at(τ, χ) if and
only if

rankRΣ(t, τ ; k, χ) = n

for some(t, k) ≤ (τ, χ).

Theorem 9 The system Σ =
(A1(t, k), A2(t, k), C(t, k)) is completely observable
at (τ, χ) if and only if

rankOΣ(τ, t;χ, k) = n. (9)

for some(t, k) ≥ (τ, χ).
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4 Reachability and observability
of time-invariant 2D continuous-
discrete systems

Let us consider a time invariant systemΣ =
(A1, A2, B, C), i.e. a system withA1, A2, B and
C constant matrices. In this case we can consider
the initial moment(t0, k0) = (0, 0) and the time set
T = R+ × Z+. Then the state formula (5) and the
input-output map (6) become

x(t, k) = eA1tAk
2x0 +∫ t

0

k−1∑
l=0

eA1(t−s)Ak−l−1
2 Bu(s, l)ds (10)

y(t, k) = CeA1tAk
2x0 +∫ t

0

k−1∑
l=0

CeA1(t−s)Ak−l−1
2 Bu(s, l)ds. (11)

Definition 10 The systemΣd = (Ad
1, A

d
2, B

d, C) is
called the dualof Σ if Ad

1 = AT
1 , Ad

2 = AT
2 , Bd =

CT , Cd = BT .

We can prove (see [8]) the Duality Principle:

Theorem 11 The systemΣd is completely observable
if and only ifΣ is completely reachable.

We associate toΣ the reachability matrix CΣ =
[B A1B ... An−1

1 B A2B A1A2B... An−1
1 A2B...

An−1
2 B A1A

n−1
2 B An−1

1 An−1
2 B]

and theobservability matrix
OΣ = [CT AT

1 CT ... (AT
1 )n−1CT AT

2 CT

AT
1 AT

2 CT ... (AT
1 )n−1AT

2 CT ... (AT
2 )n−1CT

AT
1 (AT

2 )n−1CT ... (AT
1 )n−1(AT

2 )n−1CT ]T .
Theorem 8 gives (see [7],Theorem 4.2)

Theorem 12 Σ = (A1, A2, B) is completely reach-
able if and only if

rankCΣ = n. (12)

We can prove

Proposition 13 The set of all reachable states ofΣ is
Xr = ImCΣ.

Proposition 14 The set of all reachable states ofΣ
is the smallest subspace ofX which is (A1, A2)-
invariant and contains the columns ofB.

An immediate consequence of Proposition 14 is the
following

Theorem 15 Σ = (A1, A2, B) is completely reach-
able if and only ifX is the smallest subspace ofX
which is(A1, A2)-invariant and contains the columns
of B.

By duality (Theorem 11) and Theorem 12 we obtain

Theorem 16 The systemΣ = (A1, A2, C) is com-
pletely observable if and only if

rankOΣ = n. (13)

From (10) and Definition 7 we obtain

Proposition 17 The set of all unobservable states of
Σ is Xuo = KerOΣ.

Proof: By using Hamilton-Cayley Theorem for
A1 andA2 we obtainXuo = {x ∈ X | CAl

1A
k
2x =

0,∀l, k = 0, n− 1} = KerOΣ.

Proposition 18 The set Xuo of all unobservable
states ofΣ is the greatest subspace ofX which is
(A1, A2)−invariant and is contained in KerC.

We obtain from Proposition 18:

Theorem 19 The systemΣ = (A1, A2, C) is com-
pletely observable if and only if{0} is the greatest
subspace ofX which is (A1, A2)−invariant and is
contained in KerC.

Definition 20 Two systemsΣ = (A1, A2, B, C) and
Σ̃ = (Ã1, Ã2, B̃, C̃) are said to be isomorphicif there
exists a nonsingular matrixT ∈ Rn×n such that

Ãi = T−1AiT, i = 1, 2; B̃ = T−1B, C̃ = CT. (14)

Theorem 21 Any systemΣ = (A1, A2, B) is isomor-
phic to a system̃Σ = (Ã1, Ã2, B̃) of the form

Ã1 =
[

A111 A121

0 A221

]
, Ã2 =

[
A112 A122

0 A222

]
,

B̃ =
[

B1

0

]
, (15)

with A111, A112 ∈ Rq×q, B1 ∈ Rq×m, q ≤ n. The
triplet Σ1 = (A111, A112, B1) is completely reach-
able.

Proof: We consider the direct sum decomposition of
the state spaceX = Rn asX = X1 ⊕ X2 where
Xr = X1. The partitions of the matrices in (15) are
obtained with respect to this decomposition, since by
Proposition 14Xr is (A1, A2)-invariant and contains
the columns ofB; q is the dimension of the subspace
Xr.

We can derive other criteria of reachability.
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Theorem 22 Σ = (A1, A2, B) is completely reach-
able if and only if there is no common left eigenvector
of matricesA1 andA2, orthogonal on the columns of
B.

Proof:Let us assume that there existsv ∈ Rn \ {0}
such that ∃λ, µ ∈ C with vT A1 = λvT , vT A2 =
µvT andvT B = 0. ThenvT Ai

1A
j
2B = λiµjvT B =

0 ∀i, j ≥ 0, hencevT CΣ = 0, i.e. Σ = (A1, A2, B)
is not completely reachable.

Conversely, ifΣ is not completely reachable, then
there existsv ∈ Rn \ {0} such thatvT CΣ = 0, hence
the subspaceS1 = {x ∈ Rn|xT CΣ = 0} contains a
vectorv 6= 0. If x ∈ S1, thenxT Ai

1A
j
2B = 0 for any

i, j = 0, n− 1 and by Hamilton-Cayley Theorem this
equality is true for anyi, j ≥ 0. Then, for anyx ∈ S1,
(AT

1 x)T Ai
1A

j
2B = xT Ai+1

1 Aj
2B = 0, ∀i, j ≥ 0,

henceAT
1 x ∈ S1, i.e. S1 is AT

1 -invariant; analo-
gously, S1 is AT

2 -invariant. It results thatS1 con-
tains an eigenvectorx of AT

1 ; let λ be the corre-
sponding eigenvalue. Let us consider the subspace
S2 = {x ∈ X|AT

1 x = λx}. If x ∈ S2 then
AT

1 (AT
2 x) = AT

2 AT
1 x = λAT

2 x, henceAT
2 x ∈ S2,

that isS2 is AT
2 -invariant and so isS3 = S1 ∩ S2.

ThenS3 contains an eigenvectorw of AT
2 and since

S3 ⊂ S2, w is an eigenvector ofAT
1 too. Moreover,

sinceS3 ⊂ S1, we havewT CΣ = 0 and particularly
wT B = 0, hencew is a common left eigenvector of
A1 andA2 orthogonal on the columns ofB.

The following theorem is an extension to 2Dcd
systems of the Popov-Hautus-Belevitch criterion of
reachability.

Theorem 23 Σ = (A1, A2, B) is completely reach-
able if and only if for anyλ1, λ2 ∈ C

rank[ B λ1I −A1 λ2I −A2 ] = n.

Proof: Obviously, the existence ofλ1, λ2 ∈ C such
that
rank[ B λ1I −A1 λ2I −A2 ] < n is equivalent
to the existence ofv ∈ Rn \ {0} such that
vT [ B λ1I −A1 λ2I −A2 ] = 0 which means
vT B = 0, vT A1 = λ1v

T , vT A2 = λ2v
T that is, by

Theorem 22, to the fact thatΣ is not completely reach-
able.

By duality we obtain the following results con-
cerning observability:

Theorem 24 The systemΣ = (A1, A2, C) is com-
pletely observable if and only if there is no common
eigenvector of the matricesA1 and A2 belonging to
KerC.

Theorem 25 The systemΣ = (A1, A2, C) is com-
pletely observable if and only if for anyλ1, λ2 ∈ C

rank

 C
λ1I −A1

λ2I −A2

 = n.

5 Reachability, observability and
minimality

Definition 26 The matrix

TΣ(s, z) = C(sI −A1)−1(zI −A2)−1B (16)

is called the transfer matrixof the time-invariant sys-
temΣ = (A1, A2, B, C).

Obviously,TΣ(s, z) is a p × m rational strictly
proper (in both variabless andz) matrix with separa-
ble denominator, since it has the formTΣ(s, z)
= 1

det(sI−A1)det(zI−A2)C(sI −A1)∗(zI −A2)∗B.

Definition 27 Given a strictly proper matrixT (s, z),
a systemΣ = (A1, A2, B, C) is said to be a
realizationof Σ if T (s, z) = TΣ(s, z), that is if

T (s, z) = C(sI −A1)−1(zI −A2)−1B. (17)

A realizationΣ of T (s, z) is minimalif dimΣ ≤dimΣ̃
for any realizationΣ̃ of T (s, z).

Now let us consider the Laurent series expansion of
T (s, z) abouts = ∞, z = ∞

T (s, z) =
∞∑
i=0

∞∑
j=0

Mi,js
−i−1z−j−1. (18)

The matricesMi,j ∈ Rp×m are called theMarkov
parametersof T (s, z).

Proposition 28 Σ = (A1, A2, B, C) is a realization
of T (s, z) if and only if, for anyi, j ∈ N,

Mi,j = CAi
1A

j
2B. (19)

Proof: By (17) we haveT (s, z) = C(sI −
A1)−1(zI −A2)−1B =
C(

∑∞
i=0 Ai

1s
−i−1)(

∑∞
j=0 Aj

2z
−j−1)B =∑∞

i=0

∑∞
j=0 CAi

1A
j
2s
−i−1z−j−1. Since (18) holds

and two equal Laurent series have equal correspond-
ing coefficients, (19) is true.

The following theorem establishes the connec-
tion between the concepts of reachability, observabil-
ity and minimality.
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Theorem 29 A systemΣ = (A1, A2, B, C) is a mini-
mal realization of some strictly proper matrixT (s, z)
if and only if Σ is completely reachable and com-
pletely observable.

Proof: Necessity. By negation, let us assume thatΣ is
not completely reachable. ThenΣ is isomorphic to a
systemΣ̃ as in Theorem 21 withq < n. If we partition
C̃ asC̃ = [ C1 C2] with C1 ∈ Rp×q, since(sIn −

Ãk)−1 =
[

(sIq −A11k) −A12k

0 (sIn−q −A22k)

]−1

=[
(sIq −A11k)−1 ?

0 (sIn−q −A22k)−1

]
, k = 1, 2

we obtainT (s, z) = TΣ(s, z) = T
Σ̃
(s, z) = C1(sIq −

A111)−1(zIq − A112)−1B1 = TΣ1(s, z), henceΣ1 =
(A111, A112, B1, C1) is a realization ofT (s, z) of di-
mensionq < n, i.e. Σ is not minimal. The caseΣ not
completely observable is similar.

Sufficiency. Let us assume thatΣ is completely
reachable and completely observable. IfΣ is not
minimal, let Σ̂ = (Â1, Â2, B̂, Ĉ) be a realization of
T (s, z) with dimΣ̂ = n̂ < n = dimΣ. Let us con-
sider the controllability and observability matricesCΣ

andOΣ and let us denote byC
Σ̂

andO
Σ̂

the matrices
obtained fromCΣ andOΣ by replacing the matrices
A1, A2, B andC by Â1, Â2, B̂ andĈ.

By Proposition 28, sinceΣ and Σ̂ are realiza-
tions of the same matrixT (s, z) we have (see (19)):
CAi

1A
j
2B = ĈÂi

1Â
j
2B̂,∀i, j ≥ 0; these matrices are

the block elements of the product matricesOΣCΣ and
ÔΣĈΣ henceOΣCΣ = ÔΣĈΣ. Then, by Sylvester
Inequalities, we have rankOΣ + rankCΣ − n ≤
rankOΣCΣ = rankÔΣĈΣ ≤ min(rankÔΣ, rankĈΣ).
By hypothesis rankOΣ = n, rankCΣ = n and
rankÔΣ ≤ n̂ < n, rankĈΣ ≤ n̂ < n; we getn ≤ n̂,
contradiction, henceΣ is minimal.

From Theorems 23, 25 and 29 we get

Theorem 30 Σ = (A1, A2, B, C) is a minimal real-
ization if and only if

rank[ B λ1I −A1 λ2I −A2 ] = n, (20)

and

rank

 C
λ1I −A1

λ2I −A2

 = n (21)

for anyλ1, λ2 ∈ C.

Since for anyn × n matrix A det(sI − A) =
0 if and only if s ∈ σ(A) (whereσ(A) denotes the
spectrum ofA, rank(sI − A) = n for anys /∈ σ(A)
and Theorem 30 gives

Corollary 31 Σ = (A1, A2, B, C) is a minimal real-
ization if and only if equalities (20) and (21) hold for
any(s, z) ∈ σ(A1)× σ(A2).

Application Let us consider the 2Dcd system

Σ = (A1, A2, B, C), whereA1 =

 a 0 0
0 b c
0 c b

 ,

A2 =

 d 0 0
0 0 1
0 1 0

 , B =

 1
0
1

 and

C =
[

0 1 −1
]
. The characteristic polyno-

mials are det(sI−A1) = (s−a)(s−b−c)(s−b+c)
and det(sI − A2) = (z − a)(z − 1)(z + 1). The
matrices in (20) and (21) are respectivelyC = s− a 0 0 z − d 0 0 1

0 s− b −c 0 z −1 0
0 −c s− b 0 −1 z 1

 and

OT =

 s− a 0 0 z − d 0 0 0
0 s− b −c 0 z −1 1
0 −c s− b 0 −1 z −1

.

The spectra are respectivelyσ(A1) = {a, b− c, b+ c}
andσ(A2) = {d, 1,−1} Then the3rd order minors of
C have respectively the values 0,(a− b)2 − c2,d2 − 1
and−a + b + dc for (s, z) = (a, d), c(b + c − a),
a − b + c c(d − 1) andd − 1 for (s, z) = (b + c, 1),
c(a − b + c), −2c(a − b + c), and c(d + 1) for
(s, z) = (b− c,−1) and there are similar expressions
for the other values of(s, z) ∈ σ(A1) × σ(A2). We
can conclude thatΣ is unreachable in the following
four cases:(a − b = c, d = 1), (c = 0, d = 1),
(a − b = −c, d = −1) and(c = 0, d = −1); other-
wiseΣ is completely reachable. Obviously, fors = a
andz = d rankO ≤ 2, henceΣ is unobservable. By
Corollary 31Σ is not minimal.

Now, the transfer matrix of Σ is
TΣ(s, z) = C(sI − A1)−1(zI − A2)−1B =

(s−a)(s−b−c)(z−d)(1−z)
(s−a)(s−b−c)(s−b+c)(z−d)(z−1)(z+1) = − 1

(s−b+c)(z+1)

hence a minimal realization ofΣ is Ã1 = b − c,
Ã2 = −1, B̃ = 1 andC̃ = −1.

6 Conclusion

Reachability and observability criteria were obtained
for 2D continuous-discrete time-variable systems
by using suitable 2D reachability and observability
Gramians. In the case of time-invariant systems, nec-
essary and sufficient conditions of reachability and
observability were obtained by means of duality. The
relationship between reachability, observability and
minimality was emphasized. This research can be de-
veloped and extended to other topics of the Systems
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Theory such as stability, stabilizability, detectability,
feedback and observers and optimal control for 2D
continuous-discrete systems.
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[4] S.–Y. Kung, B.C. Ĺevy, M. Morf and T. Kailath,
New Results in 2-D Systems Theory, Part II: 2-D
State-Space Models-Realizations and the Notions
of Controllability, Observability and Minimality,
Proc. of the IEEE6, 1977, pp. 945–961.

[5] J. Kurek and M.B. Zaremba, Iterative learning
control synthesis on 2D system theory,IEEE
Trans.Aut.Control1, 1993, pp. 121–125.
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