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Abstract: -This document deals with a design of a physicalafical topology of communication networks thes
applied in the control engineering. The designhef physical topology works with aspects of demdodsedundant
links between nodes. Thanks to knowledge of thesighy topology, we can design the logical topolaggording to
permitted delays of delivered communication framBse whole procedure of a network design procedéds dn
iterative task on the basis of an evolution aldponit
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1 Introduction 3 Problem Solution
A design of the physical and the logical topologyriore  The input parameters for the design of the physical
and more important nowadays, because every part dfopology are always almost the same, although it is
techniques needs some kind of a communicationpossible to use different way how design it. Themef
Therefore, we have to design it very carefully wéthh  we describe the input parameters. However, we ithescr
aspect of the most important attribute of commureca  the input parameters for the design of the physical
networks; a reliability of the communication. Thes@jn  topology and parameters of the applied geneticritgo
of the communication networks consists of the desig  in the following paragraphs.
a physical topology and the design of a logicabtogy. The inputs into the first part of our algorithm are
The first of them says how we have to connect dsvio matrixes of the acquisition costs and the desired
the network via "wire" and the second says how de¢a redundant links and a heap of inappropriate swiat
sent in the network with the known physical topglog The matrix (the matrix of the acquisition costs}ctibes
Our whole algorithm puts together the design oftibt a price of the communication links between each ghai
topologies and gains the reliable communicationthe nodes. If it is not possible to place the
network with the lowest possible acquisition costs. communication link between the nodes, a correspandi
element in the matrix will be equal to infinity. Aach
position of the matrix of the desired redundant
2 Problem Formulation communication links is a number of the desired

We can design the physical topology with different redundant communication links. If the redundant
objects. The first object is the lowest possiblstemf Communication link is not needed, the corresponding
the whole network. The solution of this issue it~ Position in the matrix will be zero. Inappropriate
an application of a minimum spanning tree algorithm Solutions are stored in the heap of the inapprapria
because if the length of a network is the shortestSolutions, which usage will be described later. pout
acquisition costs will be the lowest, as well. Avt  rom this part of the algorithm is an incidence rnat
object is a reliability of the network. The oftesed ' N€ incidence matrix is also used for a represiemtalf
solution is a design of the ring topology. Thisusioin the netwo.rk in a ggnetlc algorithm that allows sige
ensures if one communication link is interrupteditso  Of the desired physical topology. _

will be possible to communicate in the network ibthe The inputs into the first part of our algorithm are
network is interrupted at two different places,tpasf ~ Matrixes of the acquisition costs and the desired
the communication network will be disconnected. We édundant links and a heap of inappropriate saistio
introduce the solution that allows the design of th The matrix (the matrix of the acquisition costs)
physical topology with the lowest acquisition cosfsh describes a price of the communication links betwee

preservation of a possibility of a usage of moantbnly each pai'r of. the'nodes. If it is not possible tacpl the '
one redundant communication link. communication link between the nodes, a correspondi
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element in the matrix will be equal to infinity. Afach penalty function. The final price of the physical
position of the matrix of the desired redundant topology is given by.

communication links is a number of the desired N

redundant communication links. If the redundant C=)Cp; +Pen (4)
communication link is not needed, the corresponding _ L=l _
position in the matrix will be zero. Inappropriate ~ Where Nis a number of nodes and penalty is:
solutions are stored in the heap of the inapprtgria Pen=1+ N?c,,,, (5)

solutions, which usage will be described later. pDut
from this part of the algorithm is an incidence rnxat
The incidence matrix is also used for a represiemtatf
the network in a genetic algorithm that allows sige
of the desired physical topology.

The incidence matrix is empty at start of the

algorithm _ and it is initialized randomly. The as the one of the former unsuitable solutions. Yf#yaa
representation does not describe the whole incalenc . . . ; S
genetic algorithm with one bit mutation and a

matrix but only the upper triangular part. Thistparbig ._tournament selection for the design of the physical

enough for us because the incidence matrix IS polo The speed of a population imorovement is
symmetrical and we have to describe only the upper pology. P bop P
used like a stop rules

triangular part without diagonal elements. A creatof
a chromosome that describes the physical topolegy i
shown in the Fig. 1.

[2[z]oJoJo]1[1a]a]o0]

where C,,,« is a maximal element of the matrix of

acquisition costs. An equation (5) ensures that
chromosome, which is penalized, has bigger priea th
allowable chromosomes. The chromosomes are
penalized if they do not correspond to the numier o
redundant communication links or if they are thmea

3.1 Parameters of network
The design of the physical topology belongs to N
hard problem as well. Therefore, every heuristidsich
decreases the number of possible solutions, is wesful
and one of them is applied in our algorithm. Wel wil
explain it at the following example.

We can see the physical topology in the Fig. 2.

P,
O nP
Fig 1. — Creation of chromosome
Then length of the chromosome is given by P,
the equation (1). P
| = N(N -1) 1) O
2
We can find space of possible solutions from the P.
equation (1). It is given by: Ps
s=2 (2)
If we want to recognize in this huge space (2) the Fig. 2. — Physical topology

best solution, we have to evaluate every chromosome The physical topology in the figure 2 meets with
We use for this purpose a value of the physicabltugy demands for a redundant communication link between
as a fitness function. We gain the price of thegiesl nodes B, P, and R, P It is one of inputs into our
topology as a sum of all elements from the matgix C algorithm the others ar® - matrix of permitted delays
C, =CP (3) of delivered frames ané - matrix of data-flows among
The acquisition costs are not only one point ofwie nodes. These matrixes are symetrical positive resri
Other demands are the number of redundant@nd determine traffic and its attribute in the ratw
communication links and network interconnections. €xactly. Unfortunately, we need to compare dateslo
Firstly, we check the interconnection of the netwae ~ @nd permitted time delays later and it is not gmesito
use breadth-first search algorithm for this purpagee ~ do it directly in those matrixes therefore we have
incidence matrix is the input parameter for this transform one of them into the another or vice aers
algorithm. We have to control the number of recamd ~_ We know that the data-flows have a poisson
communication links as well. We apply for the distribution and also service times have poisson
verification the incidence matrix and the breadtstf  distribution therefore we can apply a poisson igtion
search algorithm. The results of verification haare  fOr @ description of the network behaviour. An agsr
influence on evolution of chromosomes thanks to atime delay for the next sent bit for the poisson
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distribution is given by [10]:

D, =— (6)
G, -L,
Where n is number of the communication links jsC

data-link capacity andgis an amount of the data-flow.
Naturally, the conditionC, >L must be valid. The
equation (6) is applied for a transfer from valfielelay

into value of maximal data-flow.

_ 1

L,=C, - o (7)
We transform the matrix of permitted del&y into
the matrix of maximal incoming data-flows . Then,

we can transform the matrir" into a vector of
maximal incoming data-flow into the node very easy.

f=(f i) ®)

= min(F;,) for 0i,xO(1 N)

where
f°

(9)

3.2 Design of logical topology

It is possible to divide the physical topology irfeav
parts as we can see in the Fig. 2. First of themtlae
branches of the network. The logical topology iasth
branches is strictly given by the physical topol@mnd
it is not possible to change it without a modifioatof
the physical topology. In this part are nodesH and
Ps, P;.

All redundant communication links are in the second
part (R, P, Ps). Nodes P, P;are also the first nodes of
branches.

We have influence only on the second part with
redundant communication links but firstly we hawee t
confirm whether it is possible to delivered framas
branches up to the permitted delay. We can detect a
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verification of data-flows in the rest of branch.

1. Sum all input data-flows to the node (they

correspond to column in the data-flows matrix);
add result to all data-flows that go via this node.
If result is smaller than permitted data-flow,
continue with the following nodes. If result is
bigger, go back to the design of the physical
topology and put current physical topology in the
heap of wrong physical topologies.

This procedure decreases number of possible logical
topology and therefore increases speed of findinthe
logical topology because we focus only on part hef t
network, in that we are able to change delays ¢d-da
flows by changes of the logical topology. The neatnix
of data-flows will be smaller but big enough fogical
topology description. Also, the incidence matrixXivae
smaller; its dimension is the same as the dimensidne
data-flows matrix. At the incidence matrix will lmaly
lines and columns that correspond to nodes with
redundant communication links.

Original data-flows for our network looks like this

o f, f, f, 0 0 f,

for 0 fo5 0 fpe fe O

f, f5, 0 f, 0 0 O (10)
F=f, 0 0 0 f, 0 f,

o f, 0O f, 0 f, O

o f,, 0 0 f, O fy

f, o o f, 0 f,, O

Matrix (10) is transformed into the new
matrix of data-flows:

0 fuiz fuas
Fu=| fuzs O fu 2a (11)
fuar fuse O

branches very easily because the last node has the Where elements of matrix ofyFare “symbolic” they

degree one. We find the whole branch by the folhgwi
procedure:
1. Find the last node (node with the degree one).

2. Find all nodes that are connected to the last node.

3. If you have found out node with degree equal or
bigger than three, it is the first node of the
branch.

This procedure is repeating till finding of all
branches. Then we have to verify the time delay of
data-frames in branches.

1. Sum all input data-flows of the last node

2. If a result is smaller than permitted data-flow,

continue with following steps. If a result is
bigger, go back to the design of the physical
topology and put a current physical topology in a
heap of wrong physical topologies.

After successful check of last node, continue in

comprise the following data-flows. It is the “imti
logical topology that could be changed by our athor
if it is necessary.

fmao =i+ fos

fMlg—fl3+f +f,, 12)
fyar=fa + 0+ f47 fse

fwaz = fap + 15,

We want to gain balanced load of the network we
use for this purpose genetic algorithm. We expect
smaller capacity of the communication links tharea
communication capacity because of the redundant
communication links. If one of the redundant
communication links is destroyed, then the load of
communication links is sent via other links. If thiner
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communication links are fully utilised, data wileb  Significant Bit) corresponds to the path betweedeso
delivered too late therefore we can count only with P, and B. The MSB (the Most Significant Bit)
smaller capacity that is given by: corresponds to the path between nodgarfl R. The
K _1_i (13) middle bit corresponds to the path betweearik®l B. If
TN bit chain 001 is mutated, its value will be tramsfed
Where N is a number of the redundant into chain 110 and vice versa. We have to expedtt th
communication links (main link is included) thereth ~there are more than two possible binary chainshig
new capacity is given by: case, the result of mutation is chosen randomlynfro
C. =kC (14) these possible paths. The lists of the possiblespaite
PN P also applied during the chromosomes initialization.
Chromosomes are initialized by randomly chosen
3.2.1 Logical topology representation logical path for every data-flow.
The chromosomes for the logical topology descnptio
code every possible path for every data-flow. The 3 31 Fitness function
chromosomes could be too long, but thanks to deerea Important part of genetic algorithm is a fitness

of the space of possible solutions they are ndtieea ynction and we have to define it for our probleme
shorter than chromosomes that describe the WholeCan calculate the delay in the network very easy

logical topology. The Length of chromosome is given pecause each chromosome exactly defines the whole
by: logical topology for the redundant links and thst ref
| =nm (15) the logical topology (the logical topology in braes)
Where n is number of the data-flows and m is the is known from the past. We can use the average/ dela
number of communication links in the part of the or the sum of the delays in every link as the e
network with the redundant communication links. In function. If average fithess of chromosomes deegas
our case, n=13 and m=3 and therefore the length ofthen quality of the logical topology will increadéthe
chromosome is 1=39. average fitness of chromosomes increases, theityqual
of the logical topology will decrease.
It is possible that average quality of chromosoiaes
3.3 Genetic operators satisfactory but delay in one path is bigger than
We have to modify genetic operators for our permitted delay and therefore the whole logical
chromosome configuration. The crossover functiom ca topology is wrong. We should recognize some level o
be modified very easy; we know that chromosome isinappropriate designs and therefore we add a
comprised by groups of bits that represent thechdgi penalization to the fitness function. We need défife
path between two nods. Therefore, our one-pointpenalization for each rank of inappropriate
crossover function cross chromosome exactly at thechromosomes according to the number of delays that
borders of those groups. If chromosomes are crosse@re bigger than permitted delays.

somewhere else, the resultant logical path could be Penalty= kmax(D) (16)

impermissible. We can see the crossover functiathen Fit =¥ d, + Penalty (17)

Fig. 3. . _ | . ;
Yes NO Equation (17) is our fitness function; id delay for

data-flow. Equation (16) describes the penalty fiong
k is the number of delays that are bigger than the
| Fui | Fme | Fws | Fla | Fus | permitted delay.

Fig. 3 -Crossover 3.3.2 Selection and end condition
We use a tournament selection because it is efficie
We have to use our own mutation operator for our and not complicated. We know that the best
description of the logical topology. If we use cootm  chromosome has the smallest fitness (the smallest

one bit mutation for our problem, the results gdibg delay).
this operator will be completely wrong because they  Our end condition is speed of improvement in last
will represent an impermissible logical topology. ten iteration of genetic algorithm. If improvement

We show application of mutation at the following |ast ten iteration is smaller than 0,5%, algorithit be
example for the data-flow,$ . Firstly, we have to stopped.

create a list of every possible logical path foergv
data-flow. The Possible paths are represented by on
two binary chains 001 and 110. The LSB (the Least
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3.4 Space of possible solution
It is not possible to say size of space withoutvikdedge
of the physical topology. We know only lower
constraint of this space. We can expect that thero
constraint corresponds to demand for the ring tagpol
(one redundant communication link) then space of
possible solutions is given by:

S, =2" (18)

where m is the number of data-flow. Then we can

expect that the size of the space possible sokitisn
given by

S2S; (19

3.5 Whole algorithm

As | wrote before the whole algorithm is an
iterative task on basis of genetics algorithm. We
can see structure of the whole algorithm in the

figure 4.
Set input
parameters
>\]/|
——
_— X -
Accumulator of DeS|gtn OflthS|Ca|
unsuitable solutions opology

iPhysical topology

Unsuitable physical
topology

Design of logical
topology

Correct
structure?

parameters
Figure. 4 — Whole algorithm
The first step of algorithm is settings of the ihpu

parameters; that means matrixes of data-flows,

Save data

acquisition costs, permitted delays and so on. Then

procedure continues with the design of the physical
topology. Result of this algorithm part is the phgs
topology with small acquisition costs and desired
redundant communication links. This physical togglo

is used as an input parameter for the design of the

logical topology. The logical topology is verifigflit
meets with our requirements for attributes of timalf
network. If network corresponds to our demands,
results are written to output and our task is fieis. If
not, the physical topology is stored to the accutaul

of the unsuitable solutions and the next iteratadn
algorithm follows. It is necessary to set the humtfe
iteration of the whole algorithm because it is [luss
that our demands are unreal and algorithm coutdtée
to the infinity.
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5 Conclusion

We have presented the solution of the topology
design problem on the basis of genetic algorithivis T
technique allows finding the optimal physical tagmpt
that includes the desired number of the redundant
communication links. The physical topology is not
achieved only by the optimization of acquisitiorstso
but also by the verification of times in which data
frames are delivered.

This verification is ensured by the second stepuof
algorithm, in which we can gain the logical topalog
like the end product of the verification of the &nof
data-frames delivery.

Thanks to that we can say whether the resultant
topology corresponds to our requirements for the
number of redundant communication links and the
average time delay of delivered data-frames.

Our future work at this topic is connected to the
performance verification and the verification ofeth
resultant topology. The performance of our algonith
will be compared with another method (branch and
bound method). The resultant topology will be vedf
at a model of ProfiNet that will be implemented in
Opnet Modeler.

Thanks to that, we will be able to say whether our
expectations will be fulfilled.
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