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Abstract: - Previous studies on usability of graphical design-widgets, like menus and buttons, proposed the 

use of speech and non-speech (earcons and auditory icons) for solving their usability problems. In this paper we 

investigate speech as an input metaphor to enhance learnability, or the ability to use a system with no prior 

knowledge, in order to design interfaces using a multimodal interface design toolkit called MMID. Using this 

toolkit as an experimental platform, the paper presents an empirical multi-group study that compares efficiency 

of visual-only and multimodal interaction metaphors when used by novel users. 
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1 Introduction 
The heavily emphasis on visual interaction in the 

currently existing toolkits to design interfaces is 

making interaction systems more and more visually 

crowded. This makes interfaces become ‘nervous’ 

and ‘oppressive’ to the user [30], and causes the 

user to experience information overload [6, 31] by 

which important information may be missed [39]. 

Another problem with visual-only interaction is the 

high potential for usability problems with graphical 

metaphors to occur. There are two root-problems 

from which all usability problems branch: interface 

intrusion into task [9, 35, 36] and closure [7, 17, 

18]. 

The key solution to enhancing usability of 

graphical interfaces is to lessen the visual workload 

on the visual channel, which negatively affects 

efficiency of task-performance [10, 55]. There is a 

growing body of research that recommends the 

addition of non-speech sounds (earcons [3, 5, 8, 9, 

29, 38, 43, 52-54] and auditory icons [11, 12, 20-24, 

57]) to interfaces in order to improve their 

performance and increase their usability. However, 

in order for perception and right interpretation of 

non-speech sound to be successfully achieved, a 

high level of concentration and the development of a 

perceptual context are required by the users [27, 48-

53]. This causes the users to incorrectly interpret the 

musical messages sometimes, because of lack of 

concentration and distraction with other events or 

messages in the interface [53]. Processing natural 

language (speech) feedback in the interface has been 

recognised as offering many benefits in human-

computer interaction [32-34]. Rigas et al [44-47, 53] 

investigated the use of speech along with non-

speech sounds, and found that the combination of 

earcons along with synthesised speech was a 

successful and effective approach for 

communicating information to the users. In addition, 

a study by Vargas and Anderson showed that the 

users’ performance was better in terms of time, 

number of keystrokes, errors, and workload when 

used speech along with earcons [56]. 

The work by Bolt [4], which introduced the 

approach of processing speech and gesture for 

moving graphical objects on an interface, was 

pioneer and promising for researchers to investigate 

the use of speech as an input and output utility for 

enhancing efficiency of the user-interface. The 

studies by Cohen, Oviatt and others [11, 13-15, 37, 

40, 41] recommended the employment of speech 

recognition for utilizing the user interface. There is 

a worry that interacting with the interface vocally 

would not be as efficient as interacting with it 

visually, because of recognition errors [13, 25]. 

However, these errors are tameable and can be 

tolerated [42, 58], especially if interaction can be 

enhanced with limited amount of vocabulary [28]. 

Previous work on speech as an input means has 

shown its potential for enhancing performance of 
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interaction between the user and the interface [1, 2, 

16, 19, 26]. In this paper we investigate efficiency 

of vocal instruction against visual-only instruction 

for interface design with consideration to limit the 

use of the common graphical metaphors used in 

IDEs like menus, toolbar, toolbox, properties-table 

and status-bar. 

2 Experimental Toolkits 
Two experimental toolkits were developed using 

Microsoft Visual C#: Typical Visual-Only Interface 

Design (TVOID) and Multi-Modal Interface Design 

(MMID) toolkits. TVOID imitates the style of 

interaction implemented in most of the existing 

interface-design environments like Microsoft Visual 

C# and Java NetBeans IDE. It interacts with the user 

visually-only with no involvement of other senses 

like the auditory system. This interaction takes place 

in six areas in its main interface: menus, toolbar, 

toolbox, workplace, properties-table, and status-bar. 

Fig.1 shows a screenshot of TVOID. 

 

 

Fig.1: A screenshot of TVOID’s main interface 

 

 

Fig.2: A screenshot of MMID’s main interface 

MMID provides a combination of visual, vocal 

and aural interaction metaphors. It is a speech-

recognition and text-to-speech based environment 

that allows limited use of the mouse and the 

keyboard. It allows the user to interact with it from 

the position of the mouse-cursor. In this 

environment, there is no need for the user to use any 

of the graphical metaphors implemented in TVOID. 

The system command receptor in this environment 

is represented by a friendly character (MS Agent) 

that listens to commands and interacts with the user 

via speech and facial expressions. Vocal commands 

are in the form of simple one to three English-

words. Fig.2 shows a screenshot of MMID. 

 

3 Experimental Design 
The empirical study aimed at measuring 

efficiency of learnability (or first time use) of the 

two environments (TVOID and MMID). Efficiency 

was measured by timing function-learning and task 

completion, and calculating the number of errors. 

The toolkits were tested independently by two 

groups of users (Group A and Group B). Each group 

consisted of 15 users. The participants were 

computer users who had limited experience in using 

interface design environments. Each group was 

asked to complete 10 tasks. Each task consisted of 

one to three functions. The tasks were designed to 

be increasing in complexity and covering all 

expected functionality (activating menu-command 

functionality, selecting tools, drawing objects, and 

setting properties). 

 

4 Results and Discussion 
4.1 Task Accomplishment Time 

During the experiments, it was noticed that the 

users who tested TVOID (Group A) expected how 

to do most of the functions. This environment 

looked familiar to them because they had previous 

experience with similar environments that provided 

with similar interaction metaphors. This experience 

made them primarily rely on their memory. Before 

doing a task, the users of TVOID spent time on 

recalling how to do functions in the similar systems 

they were used to, to be able to do them using this 

environment. Expectations of how to do functions 

were incorrect sometimes, which caused the users to 

explore how to do these functions. In this way, the 

users of TVOID did two things to learn functions: 

remembering or expecting, and exploring in case of 

incorrect expectation. This was not the case with the 

users who tested MMID (Groups B). These users 

were not familiar to voice-instruction and thus they 

headed directly to exploring. 

Fig.3 demonstrates that the users in Group B 

(MMID group) learned the vocal commands that 
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replaced the typical textual menu-items faster than 

their counterparts in Group A who used the 

graphical menus. This result was mostly the same 

for learning the other functions as can be seen from 

Fig.4 and Fig.5. Gathering all commands in one 

location (e.g. one list) as in MMID helped the users 

in Group B to locate the required commands for 

doing functions in a faster way than their 

counterparts in Group A who looked for these 

commands in different locations around the 

interface. Also, the use of one interaction metaphor 

(voice-instruction) in MMID saved the time for the 

users to think where to go to activate the required 

command because of the many encapsulated 

widgets in the interface (menus, toolbar, drawing 

tools, properties, etc). 
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Fig.3: Mean values of time taken by the users to learn 6 menu-

command functions using TVOID and MMID 

In order to draw an object in TVOID, it must be 

selected at first, while in MMID the user can draw 

directly by saying the tool’s name on the required 

location. Specifying mouse coordinates is also 

easier in MMID as it offers an interactive mouse-

cursor that shows the coordinates while moving on 

the form being designed, while in TVOID the user 

has to look for them in the status bar. These features 

facilitated learning these functions as can be seen 

from Fig.4. 

Learning how to set properties was done through 

interactive training simulations in MMID, while in 

TVOID was done textually. Enabling the user to 

specifically learn what he/she needs to learn using 

interactive training in MMID saved the time for 

thinking of the appropriate keywords, looking for 

them, and reading about them as in TVOID. Fig. 5 

shows this result. The figure also shows that the 

alignment property took very long time to learn by 

most of the users in Group A. The reason of this was 

mainly because of the name of the property, which 

was ambiguous. As in Visual Studio .NET, the 

alignment property in TVOID was called Dock. 

Most of the users could not realise that this word 

was indicating to the process of aligning objects to 

sides in the form being designed as most of the users 

were not speaking English as the first language. 

Fig.6 shows the variances between the two 

environments in regard to task accomplishment 

(learning and completion). It can be seen that the 

variances are notable. These variances happened 

mainly because of the variances in learning 

functions. Another factor behind this result was that 

MMID limited the use of the mouse and decreased 

the reliance on the visual sense. Significance of the 

difference was tested using the t-test. The difference 

was found significant (t = 2.64, P = 0.02). 
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Fig.4: Mean values of time taken by users to learn 3 drawing 

functions using TVOID and MMID 
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Fig.5: Mean values of time taken by users to learn 6 property-

setting functions using TVOID and MMID 
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Fig.6: Mean values of time taken for accomplishing 10 tasks for 

the first time using TVOID (Group A) and MMID (Group B) 

4.2 Errors 
Calculating the number of errors showed that the 

users in Group B did more errors than the users in 

Group A during accomplishment of the same tasks. 

Table1 shows the frequency of errors made by the 

users during task accomplishment. 

 

Number of Errors 
Tasks TVOID 

(Grp. A) 

MMID 

(Grp. B) 

1 Opening last project 0 3 

2 Drawing a button 1 4 

3 Changing button's text 1 7 

4 
Changing button's 

background colour 
0 2 

5 Copying/pasting controls 0 2 

6 
Aligning controls to one 

side 
4 3 

7 
Linking a link-label to a 

URL 
0 6 

8 
Configuring button-click 

action 
0 1 

9 
Setting control's interactive 

events 
9 6 

10 

Setting board sound events, 

saving board, and running 

project 

1 7 

Total 16 41 

Table 1: Frequency of user errors during using TVOID and 

MMID 

The difference between the two environments in 

regard to number of errors made was found 

significant (t = 2.17, P = 0.04). Errors in MMID 

mostly happened because of the recognition 

problems that occur because of sensitivity toward 

noise (other voices around) and accurate 

pronunciation. One of the factors that cause 

command misrecognition is the lack of confidence 

in the user’s voice when saying the command. The 

user is afraid that the system will not recognise what 

he says and thus his/her voice sounds with less 

confidence. It was noticed that most of the users in 

Group B had experienced this problem. 

In spite of this result, it was noticed that making 

errors during using MMID made the users more 

used and familiar to voice-instruction. We anticipate 

that frequent use of the technology will cause the 

number of errors during accomplishing tasks to be 

reduced. 

 

5 Conclusion and Future Work 
To shorten task accomplishment time and, hence, 

enhance the efficiency of task accomplishment, a 

design environment should aim at enabling the user 

to do all actions from inside the workplace area with 

no need to leave it to other areas like menus, 

toolbar, toolbox, properties-table, and status-bar.  

The more visual interaction metaphors an 

environment provides the more time will be spent in 

thinking where to find the appropriate ones for 

accomplishing jobs, and the vice-versa is correct. 

The use of voice-instruction as a way of 

interaction was found to be more efficient than the 

use of several visual interaction metaphors, in terms 

of shortening function learning and task-

accomplishment time. This study supports the idea 

of substituting most of the common graphical 

widgets with other modalities, voice instruction 

namely, to enhance the usability of interface design 

environments. 

Although MMID was more prone to errors than 

TVOID because of sensitivity toward noise and 

accurate pronunciation of words, it must be recalled 

that it was tried for the first time and that frequent 

use could lessen the number of errors and make it 

more usable. 

The empirical work covered in this paper 

investigated the efficiency of two design 

environments (TVOID and MMID) from one angle, 

which is learnability or the ability to accomplish 

tasks from first time use. Further work is needed for 

testing the Experienced User Performance (EUP) of 

task-completion in the two conditions (visual-only 

and multimodal). 
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