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Abstract: - Automatic cell identification and segmentation are important steps for medical automation to greatly 

reduce human labors. The paper used a statistical model solving the practical issues in this problem, including 

construction of a training set, cell shape generalization, deformable model building, cell searching and segmentation. 

Practical experiments prove the validity of the proposed scheme. 
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1 Introduction 

Clinical pathological analysis of peripheral blood and 

bone marrow is one of the most widespread but 

time-consuming investigations [1]. It is tedious work 

that pathologists make diagnostic decision by observing 

the specimen cells and analyzing the geometric 

parameters of the cell. Along with the development of 

technology in medical image processing, the application 

of computer for accurate measurement of geometrical 

parameters of the cell is necessary. Automatic blood cell 

recognition can be realized with high accuracy in 

relatively short time, in which the key technique is 

image segmentation. 

Accurate segmentation from complex scene images is 

not only required but also often crucial first step, which 

should be solved in consequential analysis of blood cell. 

The purpose of segmentation is to provide richer 

information than that exists in the original blood cell 

images alone. Although many researchers have set forth 

segmentation algorithm [2]-[15], it is a challenging 

problem due to the complex nature of the cells, low 

resolution and complex scenes in the microscopic 

images. 

This paper is arranged as follows. In the next section 

we briefly summarize related works on blood cell image 

segmentation. In section 3, we introduce the statistical 

shape model with the algorithm. The experiment and 

experimental simulation results are given in Section 4. 

Finally, Section 5 gives a conclusion. 

2 Related works 

When the first research about automated blood slide 

examination was proposed [2], a number of methods for 

the segmentation of cell image have been researched. 

Active Contour Models (or snakes) has been used 

successfully by Kass et al [3] to detect boundaries and 

edges. The basic idea is energy minimize curve which 

can evolve until its boundary segment. The potential 

problem with this approach is that the topology of the 

region to be segmented must be known in advance. 

Wang [4] have presented a new deformable contour 

method derived from a constrained contour energy 

minimization framework to identify cell borders, but the 

results of cell contours do not correspond to the exact 

border of the cells, as seen in Fig. 1.  Hu [5] uses an 

improved active contour model to isolate each cell 

nucleus. A growing energy based on region similarity is 

added to the energy function to overcome the 

initialization problem of conventional snake. Marko [6] 

introduced a novel approach, by applying greedy for the 

computation of active contours, for automatic 

segmentation of unstained living cells in bright-field 

microscope images.  

Ongun etc. [7] imposed an active contour 

implementation together with its initial positioning for 

blood cell contour detection. They applied a constraint of 

region, which can be any function characterizing 

features of the contour interior structures (including 

homogeneity, texture, and color, etc.), to minimize 
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boundary-based contour energy. The method can 

incorporate a very general class of modeling information 

from both boundary and interior region. 

 

 

 

 

 

 

 

Region growing algorithms [8][9] are also widely 

used to solve cell image segmentation problems. The 

algorithms begin with a set of pixels, called seeds, 

which mark the regions to be segmented and grow the 

regions around them based upon a certain homogeneity 

criteria. Because the color of cell nuclear is not 

homogeneous, it is difficult to correctly segment. It can 

bring to over-segmentation or less-segmentation. 

Other approaches to various cell image segmentations 

have been proposed. Bamford [10] proposed an 

algorithm based on the concept of water immersion 

which ensures closed cell boundaries for cervical cell 

image segmentation. Tianzi [11] uses both the edge 

information and shape information of the cell images 

and then applies a parallel genetic algorithm to 

accurately segment human thyroid and small intestine 

cell images. Theera-Umpon [12] proposed a technique 

which is based on the fuzzy C-means clustering and 

mathematical morphology to segment nucleus of bone 

marrow white blood cells. Anoraganingrum [13] also 

applied both mathematical morphology operation and 

median filter to segment white blood cell. 

In recent years, Jiang [14] uses scale-space filtering 

and watershed clustering for white blood cell 

segmentation. Ritter [15] presents a fully automatic 

method for segmentation and border identification of all 

cells in an image taken from a peripheral blood smear 

slide. The algorithm combines automatic threshold 

selection with connected-components and a novel 

adaptation of Dijkstra's shortest path algorithm. The 

disadvantage of this algorithm is that the overlapped cell 

boundary can not be separated (Fig. 2). 

In the clinical practice blood cell image, overlapped 

and cluttered blood cells are an inevitable. That is also a 

problem which should be resolved in the blood cell 

image automatic segmentation. 

This paper proposes an alternative means of red blood 

cell segmentation algorithm based on statistical shape 

analysis. The aim is to realize blood cell automatic 

recognition by correct segmentation includes overlapped 

cells, and thus offers a useful and accurate method for 

improving the reliability in practical analysis and 

diagnosis 

3 Statistical Shape Models 

Statistical methods can be applied to analyze the 

shape differences and shape changes. One distinct 

statistical shape model was proposed by Cootes et. al. 

[16] with the most widely used techniques of point 

distribution models (PDM) [17]. A PDM is constructed 

in following three steps. 

3.1 Construct training set 
A statistical shape model is built from a training set of 

example shapes [18]. Each shape can be represented by a 

vector xi which is a set of landmark points along the 

shape’s boundary. 

T
ininiiiii yxyxyxx ],,,,,,[ 2211 L= ni ≤≤1  （1） 

where xij and yij are coordinate of the point in the i-th shape, 

n is the number of point. 

3.2 Align shapes 
In order to align all shapes, the distance, rotation angle, 

and scale between two cell shapes should be obtained. 

According to the shape definition [19], we have 
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where, θ is parameter of rotation angle, s is parameter of 

shape scale, tx and ty are parameter of translation. The 

Procrustes analysis is then performed to align each shape 

of the training set. More detail of alignment approaches 

can be found in [20]. 

3.3 Principal component analysis  
  After aligned all shape in training set, apply principal 

component analysis (PCA) to reduce vector dimensionality. 

The aligned shape is a set vector and form a cloud of points 

in the nd-D space. PCA computes the main axes of this 

cloud, allowing one to approximate any of the original 

points using a model with fewer than nd parameters [21]. 

The approach can be described as follows. 

Calculate the mean shape x, 

Fig 2. the final borders  Fig 1. Segmentation result 
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Then compute the shape covariance matrix C,  
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Finally compute the eigenvectors pi and corresponding 

eigenvalues λi of C (sorted so that λi >λi+1). If P contains 

m eigenvectors corresponding to the largest eigenvalues, 

then we can approximate any one in the training set, x, 

using 

Pbxx +=                      （5） 

where )...,( 21 mpppP = and b is a m dimensional vector. 

For instance, Fig. 3 shows the principal axes of a 2D 

distribution of vectors. In this case any of the joint can be 

approximated by the nearest point on the principal axis 

through the mean vector. The number of modes to retain m 

can be chosen as to explain a given proportion k(eg 98%) 

of the variance exhibited in the training set. 
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3.4 Grey-level appearance model 
Then, the new points on the target image should to be 

found to present the object, and the shape is transformed 

into a new and better location. The grey-level 

appearance [17][18] is also modeled to serve this 

purpose. Each landmark is moved along the direction 

approximately perpendicular to the contour to positions 

on either side, evaluating a total of positions. The 

landmark is put at the position with the lowest 

Mahalanobis distance. After moving all landmarks, the 

shape model is fitted to the displaced points, yielding an 

updated segmentation. 

 

4 Experiment and Results 

4.1 Morphological pre-processing 
Mathematical morphology offers a powerful tool for 

image processing, for example, enhancement, 

segmentation, restoration, edge detection, texture analysis, 

etc.[13][22]. In this paper, we are also interested in 

morphological techniques for blood cell image 

pre-processing. The blood cell image in our experiment is 

peripheral smear of a patient with moderately severe liver 

disease, getting from [23]. Some red blood cells (RBC) are 

hypochromic, probably due to iron deficiency. We neglect 

the appearance of cells and get the center position of cell in 

the image by performing a series of morphological 

openings. 

 

4.2 Point distributions 
In the experiments, we selected 30 single cell 

construct shape training set. Each cell has been labeled 

with 20 landmarks by hand. Figure 3 illustrates these 

landmarks of one cell. 

 

 
 

We used the first shape of the training set as the first 

mean shape. By iterative processing, the true first mean 

shape is picked up from the training set. After a process 

of five iterations, the mean shape became stable. Here 

the first shape of the training set influence greatly on 

mean shape. Therefore the common shape is selected as 

the first mean shape. Figure 4 illuminates the blood cell 

Fig. 5. the mean shape and training  

set of the cell Fig. 4 The landmark points 

 of the cell 

Fig 3. Principal Component  

Analysis 
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training set drawn by red line and mean shape drawn 

with bold blue line. 

In our experiment, let the proportion k = 0.97, and we 

perform the principal component analysis to decrease 

dimensionality of the aligned point set. Figure 5 

illustrates the results of PCA. As can be seen from Fig. 

6, the first 12 main Eigenvalue contribute to over 97% 

of the variation in the component set. Therefore, we 

truncate the vector after 12th component, neglecting the 

rest components. 

 

 

 

 

 

 

 

 

 

 

 

 

4.3 Cell segmentation 
In the experiment, we set forth 5-points sampling rule 

to orientate the direction of landmark point. As shown in 

Fig. 7, a cell object is a closed contours, each landmark 

point can be seen as the first point or the end point the 

direction perpendicular to a landmark (xi, yi) is 

calculated by its four neighbor points (xi-1, yi-1), (xi+1, 

yi+1), (xi-2, yi-2) and (xi+2, yi+2). At first, we compute two 

normal lines of four points, where one is for the two 

most near point and the other is the rest two points. 

Then, we calculate the mean of two normal lines. Let 

the mean value as the direction of this landmark point. 

Each landmark is moved along this direction to 

positions on both inner and out side. On each side, 10 

pixels are sampled using a fixed step size. Repeat this 

process until convergence and finally we obtain the 

identified cells and their segmentation boundaries. The 

experimental results are illustrated in Fig. 8. 

 

 
 

 

Figure 8 cell shape identification and segmentation 

 

5 Conclusion 

Automatic cell identification and segmentation are 

important steps for medical automation to greatly reduce 

human labors. The paper used a statistical model solving 

the practical issues in this problem, including 

construction of a training set, cell shape generalization, 

deformable model building, cell searching and 

segmentation. Practical experiments prove the validity 

of the proposed scheme. 
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