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Abstract: - We present a novel face and hands tracking algorithm for solving problems of partial occlusion in 
complex backgrounds. Without background subtraction or training, we successfully extracted the features with 
incorporation of color and motion information to reject the static background objects that have similar skin color. 
Hybrid tracking algorithm based on MAWUPC algorithm and particle filter is robust to the multiple objects’ 
movement and some kinds of distracters. This is the essential and necessary process of natural Human Computer 
Interaction, Video Surveillance and Monitoring. 
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1   Introduction 
Tracking human body parts has been one of 
challenging research issues in computer vision areas 
for recognition and understanding of human 
behaviors. Especially, tracking face and hands in 
human body parts has been applied to many 
applications because face and hands are very 
important parts in HCI, recognition and surveillance. 
Computer vision based on the tracking of human body 
parts has been categorized with used cues and 
models[1][2]. In the approaches with measurements, 
most tracking algorithms are relied on the information 
of color, motion, shape, edge, depth[3][4][5][6], or 
fusion of each cue[7][8]. In the tracking of human’s 
face and hands, we encounter the problems of 
ambiguity and occlusion. Ambiguity and occlusion 
arises due to distracting noise, mismatching and 
overlapping the tracked objects, and a complex 
background that has similar color or motion 
information of the tracked objects. A common and 
robust approach for real-time tracking is to combine 
multiple visual cues. However, in the domain of cues 
such as color and motion, occlusion still brings 

problems because body parts such as hands have much 
activity and they are not virtually distinguished. 
Therefore, joint tracking of the body parts must be 
performed with an exclusion principle on observations 
[9][10].  
To more efficient and robust tracking, particle filter 
and various methods are introduced. One of the typical 
various methods is Mean Shift. Particle filter performs 
random search guided by a stochastic observation 
model with color and motion to obtain an estimate of 
the posterior distribution describing the object’s 
configuration. On the other hands, various methods 
such as Mean Shift localize an object based on 
minimizing a cost function [11][12]. In this paper, we 
propose the fusion of particle filter and novel 
observation model called MAWUPC algorithm[13]. 
This algorithm is probabilistic distribution that reflects 
the characteristic of color and motion and helps 
particle filter to track the objects.  
Organization of this paper is as follows. In section 2, 
we develop a feature extraction method with color and 
motion information. We then presents particle filter in 
section 3 and the fusion of particle filter and 
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MAWUPC algorithm in section 4. By walking 
through computing the tracking of human’s face and 
hands, we describe an approach to link the 
experimental results in section 5. Our concluding 
remark is presented in section 6. 
 
2   MAWUPC Algorithm 
To be used for robust observation model in particle 
filter, we convert the color input image sequence to the 
stochastic probability distribution image via 
MAWUPC algorithm. Samples are measured on the 
basis of our proposed probability model obtained by 
MAWUPC algorithm. In addition, the results of 
particle filter is used for measurement of the Kalman 
filter because they means the poison of object tracked. 
 
2.1 Color transform 
In color space models, RGB is one of representative 
color space. RGB color model has not only color 
component and but also brightness component.  To 
reduce the brightness effect in color perception, we 
define the Normalized RGB color space that removes 
the brightness component with remaining the color 
component. Normalized process follows such as 
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Color transform is defined to a gray image that 
emphasizes a specific color region with Gaussian 
distribution from normalized color image[14]. 
Transformed image has a high density as the color of 
the normalized input pixel is close to the center of the 
Gaussian distribution. The color transform is 
represented as follows. 
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where ( , )x y  is a coordinate of a pixel , ( , )g x y  and 

 are the normalized color values of green and 
red components, respectively. is a 2D Gaussian 
function, and 

( , )r x y
( , )C x y

rσ and gσ are standard deviations of red 
and green components. andrm gm are also defined as 
mean of each component. Skin color that has 
stochastic probability distribution has been popularly 
used to tracking the typical color object, but it is 

difficult to avoid the confusion of tracking object and 
background that has similar color. 
 
2.2 MAWUPC Algorithm 
In this section, we explain MAWUPC algorithm that is 
the adaptive fusion of color and motion information. 
MAWUPC algorithm is extended to AWUPC by 
incorporating two methods to supply more motion 
information with more effective combination of color 
and motion information.  
The first method is introducing a weighted search 
window around an object position that is estimated by 
the Kalman filter, using the spatial mask. The Kalman 
filter in this paper assumes the system state-equation 
of Newtonian dynamics. In Eq.(3), every 
state-variable of the state-equation is composed by 
position value[15]. It provides two advantages. Firstly, 
state-equation is not related to time-variable. Then 
state-equation is independent of time-interval of input 
sequence. Secondly, it is easy to make modeling of 
noise because state-variable is only one, position 
value. In general, the system state-equation of 
Newtonian dynamics has three state-variable that is 
acceleration, velocity, and position. 
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where state-variable  is the position value at time .  
The measurements of the Kalman filter are obtained 
by the results of particle filter.  

kP k

After the next position is estimated by the Kalman 
filter, a search window is placed at the estimated 
position, and the following process is restricted within 
the window. Additionally 2D Gaussian spatial mask is 
overlaid at the position of a color transformed image to 
get a weighted result such as 
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where  represents the spatial mask with mean 

 and the covariance . The mean  is the 
estimated position by the Kalman filter at time 

),( yxS
−
tp 2

p∑ −
tp

t . This 
operation improves the rejection operation of 
background objects having similar color to targets. 
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The second method is introducing a limiter function 
for the UPC(Unmatched Pixel Count) motion 
detection according to relative magnitude of motions. 
If a target object has a small motion and another 
closely located objects has a large motion, the target 
object is likely to have small result of the UPC 
operation. This effects badly the result of center 
obtaining process for the target object. This, in turn, 
results in a poor measurement for the Kalman filter. 
So, the estimation of the Kalman filter becomes worse 
and worse as frames go on. To overcome this problem, 
we limit the UPC operation’s results using relative 
magnitude of motion vectors that are estimated by the 
Kalman filter when we can expect another object to 
appear within the search window for target object. The 
limiter operation can be formulated as follows, 
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In Eq. (7),  represents whether another objects 
exists within the search window. In Eq. (7),  is te 
distance between object  and object , where  is 
a target object.  is the side length of the search 
window, which is related with size and speed of target 
object .  should be larger than the size of target 
object, and it should be increased as the speed is 
increased. Eq. (8) cuts out UPC operation’s result. In 
Eq. (8),  and  are motion vectors of object  
and object , respectively. This operation can be 
represented as a function . Finally, the 
MAWUPC formulated by the following equations, 
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where ⊗  represents fuzzy AND operation, which can 
be replaced by a product, and  is the one 
obtained in Eq. (5). In Eq. (10), 

),,( tyxZ S

)12()12( +×+ NN  is 
the size of the window for UPC operation. The change 
in color transformed images is detected by using the 
UPC operation. The UPC operation in Eq. (10) is a 
kind of matching process. In this case the threshold is 
adjusted pixel to pixel using a sigmoid function, Eq. 
(12). The characteristics of sigmoid function play a 
role of a kind of sensitivity function. It increases the 
sensitivity for specific colored and located objects 
while reducing it for objects of no concern. This is the 
proposed method for more effective combination of 
color and motion information in this paper. Q  is a 
characteristic parameter of the sigmoid function to 
determine the threshold. Finally, the result of the UPC 
operation’s motion detection is multiplied to the color 
transform output to produce the MAWUPC algorithm 
output as in Eq. (9). This result is used as the 
observation model in the particle filter. Each sample is 
measured on the basis of our proposed probability 
model obtained by MAWUPC algorithm. 
 
3   Particle Filter 
The particle filter algorithm belongs to the filtering 
and data association class of tracking algorithms. We 
are interested in estimating the state of the objects at 
the current time-step k , given knowledge about the 
initial state and all measurements  
up to the current time. Typically, we work with a state 
vector . This estimation problem is an instance of 
the Bayesian filtering problem, where we are in 

constructing the posterior density 

{ }kiZZ k
k ,...,1, ==

X

( | k
k )p X Z of the 

current state conditioned on all measurements. In the 
Bayesian approach, this probability density function is 
taken to represent all knowledge we possess about the 
state , and from it we can estimate the current 
position.  

kX

We need to recursively compute the density 

 at each time-step. In prediction, we use a 
motion model to predict the current position of the 

objects in the form of a predictive PDF

( | k
kp X Z )

)1( | k
kp X Z −

, 
taking only motion into account. We assume that the 
current state  is only dependent on the previous 

state 

kX

1kX −  and a known control input , and motion 
model is specified as a conditional density 

1ku −
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1 1( | ,k k k )p X X u− − . The predictive density over kX  is 
then obtained by integration. 
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In the second phase, update, we use a measurement 
model to incorporate information from the sensors to 

obtain the posterior PDF . We estimate that 
the measurement 

( | k
kp X Z

kZ  is conditionally independent of 
earlier measurements 

1kZ −
 given 

kX , and that the 
measurement model is given in terms of a likelihood 

. This term expresses the likelihood of the 

state 

)( | )k kp z X

kX , given that 
kZ was observed. The posterior 

density over kX  is obtained using Bayes’ theorem: 
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After the update phase, the process is repeated 
recursively.  
 
4 The fusion of particle filter and 
MAWUPC algorithm 
In particle filter, each sample is measured on the basis 
of the probability model obtained by MAWUPC 
algorithm. In MAWUPC algorithm, the measurement 
of the Kalman filter is obtained by particle filter. This 
is the fusion of particle filter and MAWUPC 
algorithm. 
 
5   Experiments 
As the experiments, we tested our algorithm for 
robustness of occlusion. Color image sequences have 
the resolution of 320*240 pixels. Particles of each 
object in the tracking are 1000. Figure 1 shows the 
process of color transform and UPC. Fusion of each 
feature is used as a observation model in particle filter. 
Figure 2 shows the results of tracking of face and 
hands even if the hand occluded the face or another 
hand and when hands are crossed. In the figure 2, 
green blob is the center of face, Yellow blob is the 
center of right hand, and blue circle shows the center 
of left hands. 
 
6   Conclusion 

In this paper, we have proposed the robust face and 
hands tracking with the fusion of particle filter and 
novel observation model called MAWUPC algorithm. 
It provides the solution of occlusion and ambiguity 
problems in tracking multiple objects in a complex 
background that has static objects with similar skin 
color.  
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(a)input color image  (b)color transform 

 

   
   (c) UPC of each target objects in the search window 

Figure 1. Process of color transform and UPC 
 

   
Frame # 147        Frame # 156          Frame # 164 

 

  

 
Frame # 186        Frame # 195         Frame # 204 

Figure 2. Occlusion of hand and face 
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