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Abstract: - The generation of a disparity map usually requires a pair of precisely rectified stereo 
images, which implies that the images have epipolar geometry. In many practical cases, it is not 
easy to obtain a rectified stereo pair without using specialized stereo camera systems. We have 
proposed a new approach for generating a disparity map from a random stereo pair, called a 
segment-  based  piecewise  linear  transformation.  The  basic  concept  relies  on  the  fact  that 
displacements from piecewise image to image registration approximate to the disparity. Using 
this  approach, segmentation of the left  image is  carried out first,  followed by extraction of 
conjugate  points  from  the  stereo  pair.  Finally,  a  set  of  linear  transformation  functions  is 
determined using least squares method. By applying these functions, the displacement for each 
pixel is calculated to allow for the generation of a disparity map. To estimate the quality of the 
resulting disparity map, two stereo anaglyphs, one from the disparity map and the other from the 
original stereo pair, were produced and compared visually. The results show that the disparity 
map works well on both uniform and slanted disparity surfaces. An advantage of this approach 
is that it does not necessarily require stereo rectification, and that it is applicable to any set of 
stereo images that are not in epipolar geometry.
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1   Introduction
Generation of disparity maps is one 
of the most active research topics in 
computer  vision.  The  disparity 
indicates the difference in location of 
the conjugate pixels from a pair  of 
stereo images,  and it  is  represented 
as  an  inverse  depth.  Generating  a 
disparity  map  implies  solving  the 
many  problems  that  occur  in 
textureless  regions,  disparity 
discontinuous  boundaries,  and 
occluded  areas.  Therefore,  many 
techniques have been developed, and 
the  major  part  of  previous  related 
works  has  been  devoted  to  local 
window  based  algorithms,  which 
have  estimated  the  disparity  at  a 
given  pixel,  only  depending  on  its 
intensity within a finite neighboring 

window  [8,  13].  Recently,  global 
algorithms  using  various  energy 
minimization  techniques,  such  as 
graph  cuts,  have  attracted  much 
attention [1, 7, 9, 12]. Regardless of 
the  algorithms  introduced  in 
previous  research  efforts,  there  has 
been  the  assumption  that  precise 
rectified stereo images are available. 
This implies that  the images are in 
epipolar  geometry.  However,  in 
many practical applications, it is not 
always  easy  to  obtain  a  pair  of 
rectified  stereo  images  without 
employing  specially  designed 
camera  systems.  This  hinders  the 
wider applications of the previously 
proposed algorithms [10, 11]. 
Therefore, we have proposed a new 
approach  consisting  of  three  steps. 
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First, segmentation of the left image 
is carried out to generate a series of 
small segments. Then, extraction of 
the conjugate points from the stereo 
pair is conducted, and a set of linear 
transformation  functions  is 
determined  using  the  least  squares 
technique. Once these functions are 
produced, the displacement for each 
pixel is calculated after applying the 
functions to the small segments that 
have been generated. This generates 
a  disparity  map.  To  examine  the 
quality  of  the  disparity  map,  two 
stereo  anaglyphs,  one  from  the 
disparity map and the other from the 
original stereo pair, are produced and 
compared  visually.  The  entire 
workflow is illustrated in Figure 1. 

Fig.3 Flowchart of the proposed 
algorithm

2   Color Segmentation
Our  approach  is  built  on  the 
assumption  that  large  disparity 
discontinuities  only  occur  at  the 
boundaries  of  homogeneous  color 
segments  [7,  9].  For  a  qualified 
result, the number of segments must 
be  handled  carefully,  because  too 
many segments makes it difficult to 
obtain enough conjugate points, and 
too small number of segments result 
in  ill  merging  between  separate 
objects.  A  mean  shift  color 

segmentation algorithm was used in 
our  implementation,  as  mean  shift 
based  segmentation  is  one  of  the 
most  powerful  and  generally  used 
segmentation techniques [6, 9].

3   Conjugate  Point 
Extractions
To extract conjugate points from the 
left  and  right  images,  we  detected 
feature  points  in  two  images  using 
Scale-Invariant  Feature  Transform 
(SIFT)  [3,  4,  5].  In  the  SIFT 
technique,  the  local  image  gradient 
orientation  around  the  detected 
features  was  used  as  a  feature 
descriptor. Two points with the most 
similar  feature  descriptors  were 
selected  as  a  corresponding  pair. 
SIFT  has  some  advantages  over 
other  matching  algorithms  for  our 
experiments  because  it  extracts  a 
large number of key points and even 
small segments can include at  least 
three  matched  key  points  as 
discussed in [3]. In addition, SIFT is 
invariant to scale change, translation, 
and rotation. It also yields the correct 
matching results despite illumination 
change  and  affine  distortions. 
Moreover, it removes any key points 
located along the edges. Considering 
that the edges usually coincided with 
the  segments  boundaries,  rejecting 
the key points around the edges has a 
favorable  effect.  Because  points 
located  along  an  edge  are  highly 
likely  to  be  included  in  a  wrong 
segment,  then  removing  the  key 
points along the edges enhances the 
accuracy of depth calculation in each 
segment. 

4    Piecewise  Linear 
Transformation
Throughout the procedures described 
above,  a  set  of  matched  points  for 
each  segment  was  obtained  for  the 
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piecewise  linear  transformation. 
Because  the  left  image  was  the 
reference  image,  we  estimated  the 
linear  transformational  functions 
after registering the left image (x, y) 
to right image (x’, y’) using the least 
square method. The piecewise linear 
transformation function is expressed 
by the following equations :
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 (1)

kknn

nn

kn

n

f
e
d
c
b
a

yx

yx
yx

yx

y

y
x

x





















































=



























1000

1000
0001

0001

'

'
'

'

11

11

1

1









  (2)

where k is the segment index, (xi, yi) 
is conjugate point coordinates of left 
image,  (xi’,  yi’)  is  conjugate  point 
coordinates of right image, and n is 
the number of matched points within 
segment k

Equation (2) can be rewritten in brief 
: 

kkk XAL = (3)

Therefore, the coefficients matrix, X, 
can be solved using the least squares 
method as follows :

k
T

kk
T

kk LAAAX 1)( −= (4)

Then, the displacement value, v,  of 
each pixel in the entire image can be 
estimated  using  the  transformation 
function of each segment :

22 )'()'( yyxxvxy −+−=
(5)

where  ijv  is the displacement value 
at (x, y), (x, y) is the coordinates of 
left  image,  and   (x’,  y’)  is  the 
transformed coordinates.
Obtaining the  affine  transformation 
coefficients  requires  at  least  three 
points that are matched correctly in 
each  segment.  If  a  given  segment 
contains  fewer  than  three  matched 
points,  then we substitute the mean 
displacement  values  between  the 
conjugate  points  for  the 
displacement  value  in  that  segment 
to  prevent  a  null-type  value 
occurring.

5   Experimental Results

5.1 Data acquisition
To evaluate  our  approach,  we  took 
two stereo  pair  images  of  different 
scene  using  Nikon  Coolpix  3700 
digital  camera,  set  to  manual 
exposure and focus. The first  scene 
taken was of a parking area, and the 
second  scene  taken  was  of  a  desk. 
The  distance  between  the  camera 
centers  in  each  stereo  pair  was 
adjusted  to  be  about  1/30  of  the 
distance between the camera and the 
nearest  object.  The image  size  was 
640 Î 480 pixels and the color depth 
was 24bits. 

5.2 Algorithm applications
We executed segmentation of the left 
image in each test pair. The number 
of segments in the left image of the 
first and second pairs was 42 and 30, 
respectively. Figure 2 shows the test 
images  and  segmentation  results  of 
these left images. Through extraction 
of the conjugate points, we obtained 
422 and 413 matched points for each 
pair,  respectively.  The  disparity 
maps were then generated using the 
piecewise linear transformation.

5.3   Result evaluation
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Figure  3  shows  the  results  of  our 
experiment.  Figures  3(a)  and  3(d) 
show  the  disparity  maps  generated 
from the two test pairs, 3(b) and 3(e) 
show  the  anaglyphs  from  the 
disparity maps that we produced and 
their corresponding left images, and 
3(c)  and  3(f)  show  the  reference 
anaglyph images  obtained from the 
original  stereo  pairs.  Our  proposed 

algorithm  generated  the  disparity 
relatively  well  within  the  entire 
scene, not only in the uniform plane, 
but  also  in  the  slanted  disparity 
surfaces, such as along the sides of 
cars,  along the  ground,  and  around 
the surface of the desk. In addition, 
the  discontinuous  boundaries  were 
expressed clearly. 

Fig. 3. Images (a), (b), and (c) show the left, right, and segmentation images of the first test pair 
; images (d), (e), and (f) show the left, right, and segmentation images of the second test pair.
1
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Fig. 3 Images (a) and (d) show the disparity maps for each test pair, images (b) and (e) show the 
anaglyphs from the disparity maps, and images (c) and (f) show the reference anaglyphs.

However,  in  the  areas  that  had 
indefinite  boundaries,  such  as 
mountains  and  trees,  or  few 
corresponding points, such as side of 
the  telephone,  satisfactory  results 
were  not  obtained.  To evaluate  the 
generated  disparity  map,  we 
compared  our  results  with  the 
original  stereo  pair  by  viewing  the 
3D  stereo  anaglyphs.  Through  this 
evaluation,  the  anaglyphs 
constructed  using  our  proposed 
approach could express depth as well 
as  the  reference  anaglyphs  do, 
especially the close objects. 

6   Conclusions
We have proposed a  new approach 
that  enables  the  generation  of  a 
disparity map from a random stereo 
pair  where  the  stereo  pair  is  not 
necessarily required to be in epipolar 
geometry. This approach adopts the 
piecewise  linear  transformation  for 
the generation of a disparity map. In 
experiments,  the  resulting  disparity 

map  was  shown  to  be  suitable  for 
expressing  the  uniform  disparity 
plane  and  the  slanted  disparity 
surfaces.  The  advantages  of  this 
approach  are  that  it  does  not 
necessarily  require  stereo 
rectification, and that it is applicable 
to any set of stereo images that are 
not in epipolar geometry. Apart from 
these advantages, it’s not appropriate 
to express a curved surface, and the 
areas that had indefinite boundaries.
Our proposed approach was affected 
by  the  quality  of  the  segmentation 
and  corresponding  point  pair 
extraction,  so  it  is  important  to 
determine  the  number  of  segments 
and matched points properly. This is 
now  the  topic  of  our  ongoing 
research.
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