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MEXICO 
 
 
Abstract: - We present a synthesis of three least-squares linear regression models (one unweighted – commonly 
called Ordinary–  and two weighted – “York” and “New York”). The corresponding equations and algorithms 
have been programmed in a new software OYNYL whose essential structure is presented in this paper. The 
data can be input using either an Excel or a plain text (txt or ASCII) file, and the program can be used for 
practically any number of pairs, either as “multiple” pairs or “nested” pairs. Further, OYNYL can take into 
account both correlated and uncorrelated errors. Another novel aspect of our software is that it incorporates an 
appropriate outlier-detection algorithm. The program saves the regression results in the same format as the 
initial input data. It also provides a scalable vector graphic output that can be exported to a commercial 
software such as Corel Draw or a free-access software such as Sodipodi, and, thus, the graph quality can be 
improved. The use of our new computer program is illustrated through case studies from environment, 
ecosystems, and development.   
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1 Introduction 
Linear regression analysis is widely used in all 
scientific and engineering fields, including the area 
of environment, ecosystems, and development. 
Several models for linear regression have been 
proposed that vary from the conventional ordinary 
least-squares regression [1,2] to weighted least-
squares “York” and “New York” regression models, 
proposed by York [3] and Mahon [4], respectively.   

At present to the best of our knowledge, no 
computer program is available to handle all the three 
types of regressions in an efficient way. We have 
developed such a versatile, easy to use computer 
program for this purpose, whose basic 
characteristics, along with selected case studies 
from the areas of environment, ecosystems, and 
development to highlight its use, are presented in 
this paper. 
 
2 Problem Formulation 
Different types of simple unweighted (ordinary) and 
weighted models are commonly used to explore the 
relationships between an independent variable (x) 
and a dependent variable (y). When a linear 
correlation is statistically significant (e.g., if the 
linear correlation coefficient, r has a very low 

probability of no-correlation Pc(r;n) [5] and other 
linearity tests [6] are valid), this relationship can be 
used to interpret the data and to infer about natural 
processes. Discordant outliers may also occur in 
such situations and should be best handled using 
proper statistical techniques [7].  

We will present only a very brief outline of these 
different approaches; the reader is referred to the 
literature references [1-10] for more details on the 
different types of regressions, including their 
limitations and applications. 
 
2.1 Ordinary least-squares (OLS) linear 
regression  model 
This simple OLS model is the most frequently used 
method for exploring relationships of experimental 
data. It assigns equal weights to all data points, 
irrespective of the experimental errors, and is also 
called an unweighted model. The simple equation 
(1) describes this model for two variables x and y, 
where a and b are the regression parameters 
intercept and slope, respectively, and sa and sb are 
the corresponding errors. 
 

(1)                           )(  )( xsbsay ba ±+±=   
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However, for the model to be statistically valid 
certain assumptions must be fulfilled [1,2,8,10]: (a) 
linearity between y and x variables; (b) x is error-
free or < 1/10 of the error in y; (c) errors in y are 
normally distributed; (d) homoscedastic errors in y 
(constant variance across the entire response range); 
and (e) errors associated with different observations 
are independent. Rarely, all assumptions are 
fulfilled in a given experimental study. Therefore, 
more sophisticated regression models are required.  
   
2.2 Weighted least-squares (WLS) linear 
regression models 
These more complex WLS models are generally 
required because all assumptions for the OLS are 
seldom fulfilled. For example, in most of the 
experimental studies, the errors are heteroscedastic 
instead of being homoscedastic. WLS models rely 
upon assigning different weights to different data 
points, generally as an inverse function of the 
corresponding variances. One such model was 
proposed in 1969 by York [3] for isochron work in 
geochronology, and was specifically put forth for 
correlated errors in x and y. This model is still in 
wide use. More recently, a refinement and a 
correction of this model was published by Mahon 
[4], and was called “New York” model.  

Equation (2) describes the basic WLS model, 
where the symbols are the same as for the OLS and 
the subscript w  refers to the weighted regression. 
 

(2)                     )(  )( xsbsay wbwwaw ±+±=  
 
2.1.1 York regression model  
This weighted linear regression model was 
developed for isotope data in geochronology, 
particularly when the x and y errors are correlated 
[3]. This model has been a very widely used 
algorithm in Earth Sciences. It was programmed in 
some readily available software. 
 
2.1.2 New York regression model  
This model was an improvement and a correction of 
the older York model. The main improvement has 
been with a better estimation of standard errors for 
slope and intercept values [4]. The model also 
provides a regression solution that is different from 
both York and OLS [4]. No computer program 
seems to be yet available to carry out New York 
regression. 
 
3 Problem Solution 
A new computer program OYNYL (Ordinary and 
Weighted (York, and New York) Least-Squares 

linear regressions), which enables us to apply all the 
three types of linear regressions to an “appropriate” 
dataset, has been written in Java. Besides, the 
program also has a built-in function to detect 
outliers in regressed data – a novel approach as 
compared to any other regression software. A 
schematic flow diagram is shown in Fig. 1. 
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Fig. 1. Schematic flow diagram of OYNYL 
software written in Java computer language. The 
regression parameters a, sa, b, sb, r, and Pc(r;n) are 
respectively intercept, standard error of the 
intercept, slope, standard error of the slope, linear 
correlation coefficient, and probability of no-
correlation. The subscript w is for the weighted 
models. 

 
The data can be input using either an Excel or a 

plain text format (txt or ASCII) file and the program 
can be used for any number of pairs of x and y 
variables, either as “multiple” (a number of x-y) 
pairs or “nested” (all variables as x against all as y) 
pairs. The “Data validation” module  ensures that 
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the data are logically correct, e.g., four columns (n, 
x, sx, Rsdx) are used for each variable x; data do not 
contain a letter instead of numbers; and standard 
deviation (sx and sy) or relative standard deviation 
(Rsdx and Rsdy) values are all positive. Both types 
of errors –correlated as well as uncorrelated – can 
be handled. The system asks you to provide a value 
for the correlation parameter (0 is input for 
uncorrelated errors, 1 for totally correlated errors, 
and a value between 0 and 1 for partially correlated 
errors). 

After processing all data for the three types of 
regressions (“Default process” option), the outlier 
detection module processes the data for possible 
discordant outliers using algorithms presented by [7] 
for the number of data to be regressed up to 100. If 
no outliers are found, the program proceeds to save 
the results. If any outlier or outliers are detected as 
discordant observation(s), these are eliminated, and 
the regression process is repeated. Both sets of 
results – for input data with and without outliers – 
are then presented on the screen, and these can be 
easily saved in computer files. 

This program also provides a graphic output as 
scalable vector graphics (*.svg) that can either be 
printed or exported to a commercial software such 
as Corel Draw or a free-access software such as 
Sodipodi, and, thus, the graph quality can be 
improved using conventional software. 

The proper functioning of the program was 
ascertained by processing of the data for isochron 
analysis (Table 3; [4]), for which results obtained 
from OYNYL were identical to those presented by 
the author of the New York algorithm (Table 4; [4]). 

The use of this program is illustrated through 
examples from the three research areas covered in 
this Conference.  
 
3.1 Application Example of Environment: 
Data for two radioactive isotopes: one relatively 
short-lived 137Cs (half-life ~ 30.17 y [11]) and the 
other very long-lived 40K (half-life ~ 1.28x109 y 
[11]), together with numerous chemical elements, in 
soil samples and edible wild mushroom species 
from the central part of the Mexican Volcanic Belt 
(Salazar, State of Mexico and surroundings of ~ 20 
km radius, in semi-natural forest ecosystems, at 
altitudes between 3000 and 3700 m asl) were 
reported by [12].  

We used the data for 15 mushroom species 
collected between 1993 to 1999 (Table 4; [12]) for 
their processing by OYNYL. The results for Rb-
137Cs pair are shown in Fig. 2. The upper part of Fig. 
2 lists a part of the input data (n=15) used for 
running OYNYL (note only a part of these data are 

shown in Fig. 2 although all of them are saved in the 
computer file); the middle part gives the statistical 
results for the three regressions, in which “No 
Outlier” means no outlying observations were 
detected in this dataset. The word “BEFORE” in the 
first row (see the middle part of Fig. 2) means that 
these results correspond to the statistical results 
before  the application of “Outlier detection”. The 
rows 2 to 4 present the results of the three types of 
linear regressions (Ordinary, York, and New York). 
The linear correlation coefficient, r estimated for the 
Rb-137Cs pair (0.91163) is practically the same as 
that calculated by the original authors [12].  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Output screen from OYNYL for the Rb-137Cs 
pair for 15 mushroom species from Mexico [12]. 
The first part of the “Menu” options for “File” are 
also clearly seen in the upper part of this three-part 
diagram. 

 
The final column in this second part of Fig. 2 

gives the “probability of no-correlation”, Pc(r;n). 
Note a small value (2.2456E-6) of this parameter is 
equivalent to a high probability that a linear 
correlation exists between these two parameters (Rb 
and 137Cs). Because errors were not reported for 
individual data (only Rsd values were indicated by 
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[12]), we processed the Rb and 137Cs data assuming 
5% and 10% errors, respectively. Generally, such 
equal %Rsd are not realistic for chemical data, and 
error estimates on individual data should be 
obtained and reported [2,13]. The feasibility of 
reporting individual errors has been shown recently 
for chromatographic data [9]. This practice will 
certainly lead in future to a better use of the 
regression models, such as those programmed in 
OYNYL, in different fields of science and 
engineering. 

The “File” menu is also purposely shown in the 
upper part of this diagram (Fig. 2). The “Open file” 
option allows a data file to be opened and processed. 
The next submenu linked to this option enables the 
user to select an “Excel” or a txt file (“Data 
separated by …” either “Tab” or “Comma”).  

The “Close all” option helps to close all 
windows, including the input data file, for a new 
data file to be opened and processed. The “Save 
regression results” serves the purpose of saving all 
output data in a new file with the name “_out” 
automatically added to the initial data file; this 
output file is saved in the same file folder as the 
input data file.  

The “Save scalable vector graphics” option 
allows the user to save the graph or graphs 
generated in a given application. The file name is 
the same as the input data file, with the “_graphic1” 
added to this name. This is the graphics file for the 
output generated before (see “BEFORE” in the 
second part of the diagram; Fig. 2) the “Outlier 
detection” (see Fig. 1 for more details). If no 
outliers are detected, this is the only graph file that 
can be generated in a given application. However, if 
one or more outliers are present, these are 
automatically deleted before a second round of 
processing, which is also automatically carried out. 
In this case, a second graphic output is also 
generated (with the name “_graphic2” added to the 
initial file name). Finally, the “Exit” option is for 
closing the entire application. 

The graph in the lower part of Fig. 2 shows the 
three regression lines obtained for the Rb-137Cs pair 
for mushroom data. The inferred error-bars on the 
experimental data are also shown, which actually 
explain why the three types of regressions result in 
different best-fit lines. 
 
3.2 Application Example of Ecosystems: 
Biomass estimation equations were derived by [14] 
in a study of thornscrub from Tamaulipa, north-
eastern Mexico. Because individual data were not 
available, average and standard deviation data for 10 
shrub species based on 15 measurements from each 

species (Table 1; [14]) were processed using 
OYNYL. We fitted linear regressions to log-
transformed data (natural logarithm ln) from Table 1 
of [14]. To illustrate the use of OYNYL, we present 
in Fig. 3 the results for the basal diameter-top height 
(DB-H) pair for the ten shrub species. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Output from OYNYL for DB-H pair (DB – 
basal diameter; H – top height) for 10 shrub species 
from Mexico [14].  
 

Because individual data were not available, the 
results could not be directly compared with those 
obtained by [14] using the log-transformed linear 
regressions. This application shows that the linear 
regression of log-transformed base diameter and 
height data is not statistically significant (see the 
very low value of r = 0.00282 and the very high 
value of Pc(r;n) = 0.99393 in the first row of the 
middle part of the diagram, Fig. 3). The sub-
horizontal regression lines are the further proof of a 
statistically invalid linear correlation between these 
two variables. We must, however, mention that the 
rather large standard deviation values reported by 
[14] for the shrub data had to be taken as the 
assumed experimental errors of these regressions 
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(Fig. 3). In fact, actual experimental errors on 
individual data should be used whenever available.  

In Fig. 3 we have purposely opened the details 
of the “Regression analysis” menu. It has three 
options: (i) Default process – indicates that OYNYL 
will commonly carry out all the three types of 
regressions if no specific action is chosen by the 
user; (ii) Ordinary Least-Squares – this is the 
standard OLS model; and (iii) Weighted Least-
Squares – when the WLS model is selected, it has 
the further sub-option of choosing between the York 
method [3] and the New York method [4].  
 
3.1 Application Example of Development: 
Our third application was for aboveground biomass 
and wood volume data for samples of trees from the 
Rio Negro farm in Nhecolandia Pantanal, Mato 
Grosso do Sul, Brazil [15]. Once again, because the 
original raw data were not available, we used the 
processed data for biomass percentage (%) of tree 
components for two sets of trunk-branch pairs 
(combined data for 5-15 and 15-25 cm diameter) 
reported in Table 2 of [15]. The results are shown in 
Fig. 4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Output from OYNYL for trunk-branch pair 
for five species and one group of 11 species (n=12) 
from Brazil [15].  

The authors [15] used a commercial software, 
but because of the unavailability of the raw data to 
us, our results could not be compared to those 
obtained from this commercial software. In Fig. 4, 
the inverse correlation is fully expected given the 
complementary nature of the percentage data. This 
kind of data belongs to a “closed” system and the 
“closure” problem should be dealt in a different way 
by log-ratio transformations [2,16] before the 
regression analysis. 

Also in Fig. 4, the “Help” menu is purposely 
activated. It provides three help options: (i) Help 
Topics – allows a quick search on a specific topic; 
(ii) Using Help – gives some details on how to use 
the Help option; (iii) About software -  includes 
some clarifications about the OYNYL software, 
such as the literature references for further reading. 
 
4 Discussion 
The different applications selected for the 
illustration of OYNYL clearly show the high 
potential of this software. Through this software, it 
has been possible to bring at the same place three 
different types of linear regressions used by 
researchers in different fields of science and 
engineering.  

The next step in computer programming should 
be to incorporate into the software more statistical 
tests for the linearity of data, in addition to the 
Pc(r;n) criterion [2,6]. Concerning the experimental 
data collection, on the other hand, we highly 
recommend that researchers start estimating and 
reporting reliability (errors) of individual data 
[2,9,13]. This will certainly enable the user of 
OYNYL to take advantage of the full potential of 
this software. 
 
5 Conclusions 
A new computer program OYNYL was successfully 
developed and applied to three different case studies 
in the areas of environment, ecosystems, and 
development. It is envisioned that OYNYL should 
be very useful for bi-variate data handling in all 
science and engineering fields, including the 
environment, ecosystems, and development. 
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